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Abstract: The growth of digital communications has driven the development of numerous crypto-
graphic methods for secure data transfer and storage. The SHA-256 algorithm is a cryptographic hash
function widely used for validating data authenticity, identity, and integrity. The inherent SHA-256
computational overhead has motivated the search for more efficient hardware solutions, such as
application-specific integrated circuits (ASICs). This work presents a custom ASIC hardware acceler-
ator for the SHA-256 algorithm entirely created using open-source electronic design automation tools.
The integrated circuit was synthesized using SkyWater SKY130 130 nm process technology through
the OpenLANE automated workflow. The proposed final design is compatible with 32-bit microcon-
trollers, has a total area of 104,585 µm², and operates at a maximum clock frequency of 97.9 MHz.
Several optimization configurations were tested and analyzed during the synthesis phase to enhance
the performance of the final design.

Keywords: cryptography; SHA-256; hardware accelerator; ASIC; open-source EDA tools

1. Introduction

Cryptography is the field of cybersecurity that studies methods for securing data
transmissions against unauthorized third parties and cyberattacks. In the past, cryptogra-
phy technology was limited to government and military applications. However, the rapid
increase in the use of computers and the Internet as primary forms of communication has
created a demand for secure systems that guarantee digital data’s integrity and authenticity.
As a result, cryptography has become a vital investment sector for both companies and
nations. The United States National Security Agency (NSA), renowned as the world’s
largest intelligence agency, had a budget that exceeded $10 billion in 2013 [1].

Cryptographic hash functions are a set of mathematical algorithms that map arbitrary
input data to a fixed-length output string, yielding a non-reversible output unique for each
input value. These functions work in a deterministic fashion but generate pseudo-random
results, making the computation of the algorithm the only feasible way to obtain the output
hash (also called digest). A hash function is considered secure if it exhibits the properties
of being one-way and collision-resistant [2]. Therefore, these functions require significant
computational resources to process the input data and produce the correct output hash.

The SHA-256 algorithm is a popular cryptographic hash function widely used for
password hashing, data fingerprinting, digital signatures, and cryptocurrencies like Bit-
coin [2]. The algorithm is part of the Secure Hash Algorithm 2 (SHA-2) family, created and
published by the National Institute of Standards and Technology (NIST) in 2002 [3]. Several
new applications for the SHA-256 hash function are emerging in the fields of the Internet
of Things (IoT) [4–6], distributed embedded systems [7], random number generation [8],
and data encryption [9].
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To reduce hash algorithms’ computational overhead, several companies have started
using cryptographic hardware accelerators implemented in field-programmable gate arrays
(FPGAs) or application-specific integrated circuits (ASICs). This hardware-based approach
is customizable and well-suited for various applications like high-speed communication
networks and low-power systems. Additionally, cryptographic accelerators are highly
effective in carrying out brute-force attacks on databases, as they can compute a massive
number of hashes over 20 times more efficiently than conventional processors [10].

The implementation of the SHA-256 hash algorithm in ASICs has been the subject of
several studies. Xu et al. [10] presented a hybrid complementary metal–oxide–semiconductor
(CMOS) hardware accelerator for both SHA-256 and SM3 hash algorithms designed in
Semiconductor Manufacturing International Corporation (SMIC) 65 nm process node. Their
system achieved a maximum clock frequency of 472 MHz by reutilizing logic blocks to
reduce area and shorten the critical path. Dadda et al. [11] proposed a novel compressor
architecture combining delay-balancing and pipelining techniques synthesized in ST 180 nm
CMOS technology. The final design operated at 819 MHz and had an area of 164,856 µm².
Bai and Li [12] described an alternative compressor topology that used 7-3-2 adder arrays
to reduce the circuit’s critical path by half. The final ASIC was synthesized in SMIC 180 nm
CMOS process library and could operate up to 208 MHz with a 211,955 µm² total core area.

Wu et al. [13] presented a highly parallelized SHA-256 hardware implementation
designed in Intel 14 nm CMOS technology. Their circuit used three pipelines to shorten the
timing path and divide the computation chain into independent steps. The final design
operated at a maximum clock frequency of 1530 MHz and had a 14,273 µm² core area.
Li et al. [14] proposed an asynchronous SHA-256 accelerator synthesized in SMIC 40 nm
CMOS process technology. The system utilized a cascade hash structure and operated at
227 MHz with an overall area of 38,885 µm². Zhang et al. [15] described a new message
expansion structure for full pipeline computation implemented in 28 nm CMOS technology.
Their ASIC presented an area of 209,773 µm² and could operate up to 446 MHz.

A complete hash engine that supports all SHA-2 and SHA-3 modes was presented by
Nannipieri et al. [16]. Their state-of-the-art system was synthesized in a Taiwan Semicon-
ductor Manufacturing Company (TSMC) 7 nm silicon node and supported a maximum
frequency of 5150 MHz in SHA-256 computations. Le et al. [17] introduced a reconfigurable
cryptographic processor that incorporated a cryptographic arithmetic logic unit, two-level
pipeline scheduling, and several optimization techniques. The final ASIC design was
implemented in FreePDK 45 nm CMOS technology and could operate up to 254 MHz clock
frequency once configured for the SHA-256 function. Michail et al. [18] described two
totally self-checking hashing core designs capable of achieving fault coverage up to 100%.
The proposed architecture was synthesized in TSMC 90 nm process technology, supported
frequencies up to 503 MHz, and had a 209,624 µm² core area. This literature review high-
lights the particularities of each work and compiles performance metrics in Table 1 for
comparison. Area values are presented in both square microns and gate equivalent (GE).

Table 1. Related work comparison.

Design Year Technology Frequency Area Cycles * Power
(MHz) (µm²) GE (mW)

[10] 2022 SMIC 65 nm 472 - 35,600 - 4.97
[11] 2004 ST 180 nm 819 164,856 - 67 -
[12] 2009 SMIC 180 nm 208 211,955 - 65 -
[13] 2019 Intel 14 nm 1530 14,273 - - 6.86
[14] 2019 SMIC 40 nm 227 38,885 - 32 -
[15] 2021 28 nm CMOS 446 209,773 - 1 252
[16] 2021 TSMC 7 nm 5150 - 31,550 67 13.5
[17] 2023 FreePDK 45 nm 254 - - 16 1850
[18] 2016 TSMC 90 nm 503 209,624 - 8 128

* Number of clock cycles per message block.
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In this paper, a custom ASIC design for the SHA-256 algorithm is presented and
synthesized in SkyWater SKY130 130 nm process technology using only open-source
electronic design automation (EDA) tools. The SKY130 node is the most advanced open-
source process design kit available online that an actual foundry can manufacture. The
OpenLANE [19] open-source EDA tool handled the synthesis, optimization, and physical
design phases of the ASIC workflow. The obtained final circuit is compatible with 32-bit
microcontrollers and is optimized for a good frequency/area ratio. The main contributions
of this paper are summarized as follows:

1. A custom hardware implementation of the SHA-256 algorithm compatible with 32-bit
microcontrollers is designed and presented with several details. The final description
is openly available on the project’s GitHub page [20].

2. An open-source approach to ASIC design is introduced. A complete integrated
circuit is synthesized in a manufacturable open-source PDK utilizing exclusively
non-proprietary EDA tools.

3. Several configuration parameters in OpenLANE’s workflow are tested and analyzed.
The findings are utilized to enhance the performance of the final ASIC design.

The remainder of this article is organized as follows: Section 2 explains the workings
of the SHA-256 algorithm. Section 3 describes the project workflow and the hardware
implementation of the proposed ASIC. Section 4 presents synthesis results and discussions.
Finally, conclusions are discussed in Section 5.

2. SHA-256 Algorithm

The SHA-256 algorithm takes an input message of up to 264 bits and produces a
fixed-length 256-bit output hash. The algorithm consists of two main stages: message
preprocessing and hash computation. In the preprocessing stage, the input message is
padded and divided into 512-bit blocks. In the hash computation stage, each block is
expanded and compressed using a series of logical and arithmetic operations, resulting in a
256-bit message digest. The algorithm is designed to be resistant to various types of attacks,
including collision attacks, where two different inputs produce the same output, and
preimage attacks, where an attacker tries to find an input that produces a given output [3].

In the preprocessing stage, the input message is first encoded in the UTF-8 binary
standard. Next, a 1-value bit is added to the end of the `-length encoded input message as
a delimiter, signaling the end of the binary sequence. Afterward, the delimited string is
zero-padded to a length of k bits, and the original input message’s length ` is appended
to the end in a 64-bit big-endian format. The value of k is determined as the smallest
non-negative integer that satisfies the equation (`+ 1 + k + 64)mod512 ≡ 0, where the
notation (A)modB ≡ 0 means that A is an integer multiple of B. Then, the padded message
is partitioned into a series of 512-bit blocks, denoted as M(i), where i ranges from 1 to N.
Each of these blocks comprises sixteen 32-bit words, represented as Mt

(i), with t ranging
from 0 to 15 [3].

Finally, the last step of the preprocessing stage is initializing the working variables.
These variables store the hash value and are refreshed each round of the algorithm. The
symbols a, b, c, d, e, f , g, and h represent the working variables and are initialized with their
respective values: H0

(0), H1
(0), . . . , H7

(0), defined by the official documentation FIPS 180-4
Secure Hash Standard [3]. For subsequent message blocks (i = 2, 3, . . . , N), the working
variables are updated at the end of each block with the intermediate hash value H(i). The
updated working variables serve as initial values for the next message block until the final
digest H(N) is computed. This design ensures that the hash is performed on the entire
message rather than individual blocks. Figure 1 illustrates the overall SHA-256 workflow.
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Figure 1. Block diagram of SHA-256 workflow.

The hash computation stage starts by taking the 512-bit blocks generated in the
preprocessing phase and feeding them into the expander module. This process expands
the original sixteen 32-bit words Mt

(i) into sixty-four 32-bit words denoted by Wt. Table 2
shows the logical operators employed in the algorithm, while Algorithm 1 details the
expansion operations.

Table 2. SHA-256 logical operators.

Symbol Operation

∧ Bitwise AND
∨ Bitwise OR
⊕ Bitwise XOR
¬ Bitwise NOT
+ Addition modulo 232

|| Concatenation
SHRn(x) Right-shift by n bits

ROTRn(x) Rotate-right by n bits

Algorithm 1: Expansion function.

σ0(x) = ROTR7(x)⊕ ROTR18(x)⊕ SHR3(x)
σ1(x) = ROTR17(x)⊕ ROTR19(x)⊕ SHR10(x)

for t from 0 to 63 do
if 0 ≤ t ≤ 15 then

Wt = M(i)
t

else
Wt = σ1(Wt−2) + Wt−7 + σ0(Wt−15) + Wt−16

return W

The next stage of the SHA-256 algorithm involves computing the expanded message
digest through 64 iterations of the compression function. This stage utilizes the state
variables a, b, . . . , h, which were initialized during the preprocessing phase in conjunction
with sixty-four 32-bit constants labeled as Kt and defined by FIPS 180-4 [3]. Algorithm 2
exemplifies the steps of the compression function and its operators.

After 64 iterations, the intermediate hash H(i) for the respective block is computed
as the sum of initialization hash H(i−1) with the final value stored in the state variables.
This operation sequence is repeated for each message block (i = 1, 2, . . . , N), and the
final 256-bit message digest is obtained by concatenating the result hashes for i = N, as
illustrated in Algorithm 3. Table 3 presents two application examples of the SHA-256
algorithm provided by the official NIST publication [3]. Both input messages generate a
256-bit output hash (64 hexadecimal digits).
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Algorithm 2: Compression function.

Ch(x, y, z) = (x ∧ y)⊕ (¬x ∧ z)
Maj(x, y, z) = (x ∧ y)⊕ (x ∧ z)⊕ (y ∧ z)
Σ0(x) = ROTR2(x)⊕ ROTR13(x)⊕ ROTR22(x)
Σ1(x) = ROTR6(x)⊕ ROTR11(x)⊕ ROTR25(x)

for t from 0 to 63 do
T1 = h + Σ1(e) + Ch(e, f , g) + Kt + Wt
T2 = Σ0(a) + Maj(a, b, c)
h = g
g = f
f = e
e = d + T1
d = c
c = b
b = a
a = T1 + T2

return X = [a, b, c, d, e, f , g, h]

Algorithm 3: Block hashing.

Initialization()
M = Padding(message)

for i from 1 to N do
W = Expansion(M(i))
X = Compression(W)
for j from 0 to 7 do

H(i)
j = Xj + H(i−1)

j

return H(N) = H(N)
0 ||H(N)

1 ||H(N)
2 ||H(N)

3 ||H(N)
4 ||H(N)

5 ||H(N)
6 ||H(N)

7

Table 3. SHA-256 examples.

Input Message Hexadecimal Hash

abc
BA7816BF 8F01CFEA 414140DE 5DAE2223
B00361A3 96177A9C B410FF61 F20015AD

abcdbcdecdefdefgefghfghighij 248D6A61 D20638B8 E5C02693 0C3E6039
hijkijkljklmklmnlmnomnopnopq A33CE459 64FF2167 F6ECEDD4 19DB06C1

3. Hardware Design
3.1. Digital ASIC Workflow

The typical digital ASIC design workflow, depicted in Figure 2, was adopted for
the integrated circuit (IC) project. The first step consists of defining the electrical and
functional aspects of the circuit that must be met during subsequent implementation stages.
Next, an EDA-compatible hardware description language (HDL) is selected to describe
the structure and behavior of the target digital circuit. The two most common HDLs are
Verilog and VHDL, both of which are technology-independent. Once the design is coded
in HDL, simulations must be conducted to check if the circuit meets the desired electrical
and behavioral specifications [21]. The simulations may utilize test benches, which are
automated test routines used to validate the created model functionality with a set of
predefined control signals.
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Figure 2. Digital ASIC design workflow.

The synthesis phase begins with behavioral synthesis, where the high-level HDL
design is “compiled” into a register-transfer level (RTL) description. During this process,
the synthesis tool infers the logical structures required to match the system description.
Afterward, the EDA tool executes logic synthesis, mapping the RTL blocks into standard
logic cells and vendor-specific macros provided by the foundry through the process design
kit (PDK). Multiple optimizations are made during the logic synthesis stage to enhance the
final circuit’s speed, area, and power efficiency [22]. Verifications are performed at each
stage to ensure the circuit’s consistency with the original description. The outcome of the
synthesis phase is a netlist that describes the connections between hardware primitives [19].

The EDA tool utilizes the netlist generated during logical synthesis to create the
integrated circuit layout. The physical design starts with the floorplanning stage, where
the available core area is allocated among the main functional blocks, like logic elements,
memory structures, and input–output interfaces. Then, the EDA tool proceeds to place
and route (P&R) all standard logic cells and hardware macros according to the netlist
description. After completing the P&R, the design rule checking (DRC) tool verifies if
the final layout violates any of the PDK rules. Once all the previous steps are finished,
the layout’s geometric files containing all the necessary information for the foundry to
manufacture the integrated circuit are exported in GDSII format [22].

The signoff stage is the final verification step before the manufacturing phase, often
referred to as “tapeout” [22]. During signoff, a series of analyses are performed on the final
design, including layout versus schematic (LVS), voltage drop (IR drop) analysis, and static
timing analysis (STA). LVS verifies the circuit’s integrity after component placement and
routing, IR drop analysis assesses voltage level consistency across power lines, and STA
evaluates circuit timing and the clock distribution network [19].

3.2. Open-Source EDA Tool and PDK

The open-source tool selected for the ASIC synthesis and layout design is the Open-
LANE automated RTL to GDSII workflow [19]. This software routine utilizes custom scripts
to bundle and automate the execution of a series of other open-source EDA tools, including
OpenROAD [23], Yosys [24], Magic [25], Netgen [26], and KLayout [27]. OpenLANE takes
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a PDK and a Verilog design as inputs and generates the final GDSII files, along with a set
of performance reports. The choice for the project’s PDK is the SkyWater SKY130 130 nm
PDK [28], which was selected because of its open-source nature and seamless integration
with OpenLANE. Additionally, SKY130 is currently the most advanced and tested open
PDK available online, being one of the few open-source PDKs that an actual foundry can
manufacture. All the codes and instructions for using OpenLANE are available on their
GitHub page [29].

3.3. Hardware Architecture

The SHA-256 algorithm’s canonical form was implemented in Verilog HDL using a
bottom–up approach. Since the project aimed to create an integrated circuit to work along-
side a 32-bit microcontroller, the message padding and parsing stages were excluded from
the ASIC design. Microcontrollers can efficiently handle these functions without significant
computational overhead. However, the 64 iterations of expansion and compression of the
SHA-256 algorithm are resource-intensive, so implementing these modules in hardware
offers advantages, as it enhances performance and reduces CPU utilization.

The message expander module is depicted in Figure 3a. The design consists of a 16-
position 32-bit shift register and utilizes the operators described in Algorithm 1. Meanwhile,
the message compressor module is shown in Figure 3b. This structure comprises state
registers and the functions presented in Algorithm 2. All data-path widths are indicated in
Figure 3, with unlabeled buses representing 1-bit signals. Both expander and compressor
designs were coded in Verilog.

Figure 3. (a) Expander module. (b) Compressor module.

A 1-bit version of the compressor module state register is illustrated in Figure 4a. This
logic structure is responsible for initializing the working variables, storing intermediate
hashes, and generating the final output message digest. The proper operation of the
algorithm depends not only on the main blocks but also on auxiliary modules. Figure 4b
depicts the input–output interface, employing a 32-bit bidirectional bus for both input
message and output hash. The constants used in the compression stage (Kt) are stored in
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an asynchronous 64 × 32 read-only memory (ROM). The ROM output is selected by the
6-bit address bus (addr).

Figure 4. (a) One-bit state register. (b) Input–output interface.

The final auxiliary module in the system is the 7-bit synchronous counter, as illustrated
in Figure 5. This specific circuit plays a critical role in generating all ASIC internal control
signals and ROM address signals required for the SHA-256 algorithm. It ensures proper
synchronization across all stages, contributing to accurate and reliable system operation.
Table 4 lists all control signals shown in Figures 3–5 and their corresponding functions.

Figure 5. Synchronous counter.

The top-level module of the SHA-256 algorithm implementation is presented in
Figure 6. This description underwent extensive testing and validation using official data
from NIST [3] and other online hash examples [30]. A flexible testbench was developed to
facilitate verification across multiple test cases involving messages from single and multiple
blocks. The final design version exhibited correct behavior throughout all test samples.
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Table 4. ASIC control signals.

Signal Function

clk Clock signal
sel Data selection
in External data input
msg Expander module output
soc Start of computation
eoc End of computation
rst Master reset
k Constants (Kt)

hash1+hash2 Hash output

Figure 6. SHA-256 top-level module.

3.4. Design Control Sequence

Figure 7 depicts the sequence of control signals required for computing and reading
the hash result of a single-block message. The values W0, W1, ..., W15 represent the
message data, while H0, H1, ..., H7 denote the 32-bit chunks of the resulting 256-bit
hash value. Leaving the rd signal active after completing a reading cycle causes the system
to re-output the message digest (displaying H0 to H7).

Figure 7. Single-block message timing diagram.

Figure 8 illustrates the control sequence required for computing the hash of a multi-
block message. In this particular example, the reading process is not depicted. However, it
should be executed similarly to the previous example, following the end-of-computation
(eoc) signal after the last message block. In this second timing diagram, the first message
block is represented in blue, while the second is depicted in green.

Figure 8. Multiple-block message timing diagram.
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4. Results and Discussion
4.1. Performance Metrics

To objectively evaluate ASIC designs, it is crucial to define performance metrics to
remove subjective factors from the analysis. In line with the related work presented in
Section 1, the total core area and the maximum operating frequency were selected as the
primary evaluation criteria. Typically, circuit speed and layout area exhibit an inverse
correlation, meaning that the optimal design may not yield the best results in both metrics
simultaneously. Therefore, a circuit is considered above average if it demonstrates a higher
frequency/area ratio when compared to other designs. For the SHA-256 ASIC, a higher
clock frequency implies more hashes per second, while a smaller area enables its application
on embedded devices or high-density cryptographic accelerators.

4.2. Synthesis Results

The OpenLANE EDA tool offers over 250 configuration parameters to configure the
project workflow. According to their official documentation [31], the two critical parameters
for enhancing circuit speed and reducing area are the adder topology and the synthesis
strategy. There are four adder structures available: full-adder (FA), ripple carry adder
(RCA), carry select adder (CSA), and Yosys’ internal adder definition (YOSYS). The synthesis
strategy offers nine options grouped into two main classes: area optimization (AREA, with
four levels) and delay optimization (DELAY, with five levels). An initial exploratory study
was conducted on these variables to evaluate the impact of each parameter on the final
circuit’s performance, as depicted in Figure 9. During this analysis, the target clock period
was varied from 10 ns to 50 ns in 10 ns increments, resulting in a total of 180 tested
combinations. The remaining flow parameters were set to their default values, per the
documentation [31]. Each flow took approximately 30 min to complete. Not all flows were
successful, so they are not plotted on the graph.

Figure 9. Results of the first exploratory study. Target clock period variations are represented by
markers with the same shape and color.

Figure 9 provides enough data to conclude that the adder topology variable has
the most impact on the circuit speed and area compared to the other tested parameters.
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The YOSYS architecture presented the best frequency results, while the RCA resulted in the
smallest cores. This preliminary analysis also shows the already-mentioned inverse relation
between maximum frequency and device area. Increasing speed demands a restructuring
of the circuit’s critical path, which requires parallelizing functions and logic structures,
consequently adding more cells.

Regarding the synthesis strategy parameter, Figure 9 shows that this variable plays a
smaller role than the adder topology, but it is still a key factor in achieving higher-speed
designs. Among the available options, AREA 3, DELAY 0, DELAY 1, DELAY 2, and DELAY 3
performed the best frequency-wise. The target clock period parameter had a minor impact
on the circuit performance, resulting in marginal variations of up to 5% in both area and
frequency. This outcome is attributed to the fact that the target clock period mainly affects
the layout stage, acting as a goal for the P&R tool to optimize cell positioning and minimize
parasitic capacitances.

A second exploratory analysis was conducted to maximize the circuit speed and mini-
mize the ASIC area. The results are presented in Figure 10. The second study focused on
reducing the size of the high-speed designs rather than increasing the maximum frequency
of the slower ones. This approach was selected because of the inherent dependence between
maximum frequency and the logical structure, primarily determined during the logical
synthesis phase. The target area density parameter was increased from the default 50% up
to 90% in 10% steps to force the P&R tool to optimize the cell positioning and routing to
obtain a layout with reduced core area. The density variable informs the total core area used
by logic cells, with 100% density being unfeasible because of the lack of space required for
routing. Similar to the previous study, the target clock period was varied within the 10 ns
to 20 ns interval in 2 ns steps to search for the optimal flow configuration. All designs with
a target density above 70% failed, indicating a layout area constraint. Only the successful
flow results are plotted in the graph.

Figure 10. Results of the second exploratory study. Target clock period variations are represented by
markers with the same shape and color. All designs were synthesized with YOSYS adder topology.

The second exploratory analysis identified the AREA 3 configuration as the optimal
synthesis strategy for high-speed, high-density designs. This setting enabled layouts with
a cell density of up to 70%, resulting in smaller ASIC cores without sacrificing speed. The
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circuit with the best frequency/area ratio in Figure 10 presents a maximum operating
frequency of 97.7 MHz and a core area of 116,665 µm². This layout outperformed all designs
found in the first exploratory study in terms of both operating frequency and core area.

Once the optimal combination of synthesis strategy and adder topology (AREA 3 and
YOSYS) was identified, a local search was conducted to find the ASIC design with the best
frequency/area ratio. The results are shown in Figure 11. The target clock period and
density parameters were finely swept across 10 ns to 20 ns and 60% to 80%, respectively.
These ranges were defined based on the constraints identified in the previous exploratory
studies. All other OpenLANE control variables remained unaltered, maintaining their de-
fault values as provided in the documentation [31]. The graph only displays the successful
flow results.

Figure 11. Results of the local search. Target clock period variations are represented by markers with
the same color. All designs were synthesized with YOSYS adder topology and AREA 3 strategy.

The local search yielded several designs with better frequency/area ratios compared
to previous workflows. Figure 11 illustrates the impact of the target density on the layout
area, reducing the ASIC size by 25% from 137,796 µm² (worst density result of 60%) to
104,585 µm² (density result of 78%). This significant reduction caused a minor decrease of
2% in the maximum clock frequency, highlighting the critical path’s dependence on the
logic synthesis phase. The results displayed a 3% average frequency variation attributed to
the target clock period parameter. No additional investigations were conducted because of
the already-evaluated design limitations.

4.3. Final Layout

The final SHA-256 cryptographic hardware accelerator ASIC design is shown in
Figure 12. This layout presented the best frequency/area ratio among all flows, and was
generated with the following OpenLANE EDA configurations: AREA 3 synthesis strategy,
YOSYS adder topology, 13 ns target clock period, and 78% target core density. All remaining
parameters were set to their default values as provided in the documentation [31]. The
estimated performance metrics of the IC and comparison data are compiled in Table 5.
The ASIC core area is presented in both square microns and gate equivalent (GE), which
measures design complexity by dividing the layout area by the area of a two-input NAND
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gate implemented in the same process node. This technology-independent metric offers
a direct way for comparing circuits synthesized in different PDKs [16]. The ASIC design
successfully passed all OpenLANE verifications, including LVS, IR drop analysis, and STA.

Figure 12. Final SHA-256 ASIC layout.

Table 5. SHA-256 ASIC performance metrics comparison.

Design Year Technology Frequency Area Cycles * Power
(MHz) (µm²) GE (mW)

This work 2023 SKY 130 nm 97.9 104,585 27,863 65 51.9
[10] 2022 SMIC 65 nm 472 - 35,600 - 4.97
[16] 2021 TSMC 7 nm 5150 - 31,550 67 13.5

* Number of clock cycles per message block.

Comparing ASIC designs implemented in different silicon nodes based on technology-
dependent metrics is often unfair and provides little to no useful information. Newer
manufacturing processes offer substantial advantages in terms of speed, area, and power
efficiency when compared to older ones. Therefore, the gate equivalent count is the only
valid comparison metric available, as it yields a technology-normalized circuit complexity
unit. A larger GE implies that the ASIC uses more standard cells in its design, making it
more complex.

When compared to other publications (as presented in Section 1), the GE count reveals
that the proposed ASIC exhibits the lowest complexity among Xu et al. [10] and Nannipieri
et al. [16] designs. This outcome was already expected, as the developed circuit employs
the canonical structure of the SHA-256 algorithm, which lacks optimization techniques like
pipelining and critical path restructuring. This architectural decision was made to maintain
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the final device as simple as possible, making it an easy-to-use macro for future integration
into 32-bit microcontroller designs where a small-area SHA-256 hash engine is needed.

5. Conclusions

The final SHA-256 ASIC design implemented in SkyWater SKY130 130 nm process
technology exhibited a small area and decent maximum operating frequency, being suited
for 32-bit microcontrollers. All project steps were developed using only open-source EDA
tools to make the final design as easy to reproduce as possible. The Verilog HDL description
files, as well as other supporting materials, can be found on the project’s GitHub page.

Future work can be done to improve the SHA-256 hardware accelerator design with
parallel structures and pipelining techniques to reduce the critical path and allow the
simultaneous calculation of multiple hashes. In addition, similar cryptographic algorithms
can be incorporated into the design, creating a hybrid structure that reduces the required
hardware to perform multiple functions.
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ASIC Application-Specific Integrated Circuit
CMOS Complementary Metal-Oxide Semiconductor
CPU Central Processing Unit
CSA Carry-Save Adder
DRC Design Rule Checking
EDA Electronic Design Automation
FA Full Adder
FPGA Field-Programmable Gate Arrays
GE Gate Equivalent
HDL Hardware Description Language
IC Integrated Circuit
IR Voltage
IoT Internet of Things
LVS Layout Versus Schematic
NIST National Institute of Standards and Technology
NSA National Security Agency
P&R Place and Route
PDK Process Design Kit
RCA Ripple-Carry Adder
ROM Read-Only Memory
RTL Register Transfer Level
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SHA Secure Hash Algorithm
SMIC Semiconductor Manufacturing International Corporation
STA Static Timing Analysis
TSMC Taiwan Semiconductor Manufacturing Company
VHDL VHSIC Hardware Description Language
VHSIC Very High Speed Integrated Circuit
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