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Abstract

Accelerating Deep Learning Training on High-Performance Computing with
Storage Tiering

Deep Learning (DL) has become fundamental to the advancement of several areas, such as computer

vision, natural language processing and expert systems. Utilizing DL techniques demands vast amounts

of data and processing power, which raises challenges to the training performance of DL models. High-

Performance Computing (HPC) systems are becoming increasingly popular to support DL training, by

offering extensive computing capabilities, however, due to convenience and usability, many DL jobs running

on these infrastructures resort to the shared Parallel File System (PFS) for storing and accessing training

data. Under such scenario, where multiple Input/Output (I/O)-intensive applications operate concurrently,

the PFS can quickly get saturated with simultaneous storage requests and become a critical performance

bottleneck, leading to throughput variability and performance loss.

To solve these issues, this dissertation presents a storage middleware agnostic to any DL solution,

Monarch, that deploys storage tiering to accelerate DL models’ training performance and decrease the I/O

pressure imposed over the PFS. It leverages from existing storage tiers of supercomputers (e.g., compute

node’s local storage, shared PFS), as well as the I/O patterns of DL solutions to improve data placement

across storage tiers. Furthermore, this middleware is non-intrusive and easily installed in HPC centers,

thus enabling its wide adoption and applicability.

The performance and applicability of Monarch are validated with the TensorFlow and PyTorch DL

frameworks. Results show that, when the training dataset can only be partially stored at the local storage

tier, Monarch decreases TensorFlow’s and PyTorch’s training time by up to 28% and 37% for I/O-intensive

models, respectively. Furthermore, Monarch can reduce the number of I/O operations submitted to the

PFS by up to 56%.

Keywords: I/O optimization, Storage Tiering, Deep Learning.
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Resumo

Aceleração do Treino de Aprendizagem Profunda em Computação Avançada
com Armazenamento por Camadas

Aprendizagem Profunda (AP) tornou-se fundamental para o avanço de diversas áreas, como visão por

computadores, processamento de linguagem natural e sistemas especializados. A utilização de técnicas

de AP requer vastas quantidades de dados e de poder de processamento, o que impõe desafios ao de-

sempenho do treino de modelos de AP. Os sistemas de Computação de Alto Desempenho (CAD) estão a

tornar-se cada vez mais populares para suportar treino de AP, uma vez que oferecem extensos recursos

de computação, contudo, por razões de conveniência e usabilidade, muitas tarefas de AP que correm

nestas infraestruturas recorrem a Sistema de Ficheiros Paralelos (SFP) para armazenar e aceder a dados

de treino. Neste cenário, onde múltiplas aplicações intensivas em Entrada/Saída (E/S) operam concor-

rentemente, o SFP pode ficar saturado com os pedidos de armazenamento simultâneos e tornar-se um

gargalo de desempenho crítico, levando à variabilidade do débito e perda de performance.

Para resolver estes problemas, esta dissertação propõe ummiddleware de armazenamento agnóstico

a qualquer solução de AP, Monarch, que implementa armazenamento por camadas, para acelerar o

desempenho do treino de AP e diminuir a pressão de E/S imposta sobre o SFP. Este sistema aproveita

camadas de armazenamento existentes em supercomputadores (p.ex., armazenamento local do nó de

computação, SFP partilhado), assim como o padrão de E/S das soluções de AP para melhorar a colocação

dos dados ao longo das camadas de armazenamento. Para além disso, este middleware é não-intrusivo e

facilmente instalado em centros de CAD, permitindo, deste modo, a sua ampla adoção e aplicabilidade.

O desempenho e aplicabilidade do Monarch são validados recorrendo às soluções de AP TensorFlow e

PyTorch. Os resultados mostram que, quando o conjunto de dados de treino apenas pode ser parcialmente

armazenado na camada de armazenamento local, o Monarch diminui o tempo de treino com TensorFlow

e PyTorch entre 28% e 37%, para modelos intensivos em E/S, respetivamente. Para além disso, o Monarch

consegue reduzir o número de operações de E/S submetidas para o SFP até 56%

Palavras-chave: Otimização de E/S, Armazenamento por Camadas, Aprendizagem Profunda.
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1
INTRODUCTION

Artificial Intelligence (AI) has been gathering interest from the scientific community and industry [99],

leading to technological solutions and innovations. For example, computer vision is becoming a major

investment for companies [99] to develop face detection and recognition solutions, used in so many

state-of-the-art smartphones. Another example is human pose estimation, that can be applied to create

augmented reality in the fashion industry [11] or to identify behaviors in the surveillance industry [2]. More-

over, natural language processing is also achieving rapid progress by having AI systems with high language

capabilities [99]. As an example, Google and Microsoft have both deployed the BERT [22] language model

in their search engines. Another example is the use of AI in biology, where DeepMind’s AlphaFold applied

DL to solve the protein fold problem [40].

It is challenging to specify a universal characterization of the AI field, since it branches out to many

specific subdomains with alternative approaches for problem-solving. Some of them are attached to the

evolutionary computation field, which mainly uses meta-heuristics or stochastic optimizations to achieve

high-quality solutions to optimization problems, for example, genetic algorithms [7]. Others can be as-

sociated with automatic improvement of the designed system through accumulated experience, such as

Machine Learning (ML).

ML uses Linear Algebra for a systematic representation of the knowledge that a computer can under-

stand, and Multivariate Calculus, to achieve a mathematical optimization of a given function. Thus, ML

allows the construction of AI for multiple real-world applications and uses real-world data, specific to a

problem, to do so. In this case, the computer, through an ML model will learn how to produce an output,

based on a set of inputs (i.e, training dataset), acquiring learning capabilities [32].

ML is composed by a considerable variety of models. The ones based on Deep Learning (DL) are well

know to deal with text, sound and image problems [99]. DL is based on Artificial Neural Networks (ANNs),

1



CHAPTER 1. INTRODUCTION

which are slightly inspired by biology, more specifically by the brain architecture, although DL models are

not models of the brain. The term ”Deep” merely states that the ANN, in this case, contains multiple

connected hidden layers in its topology. Each layer is a set of neurons or nodes that hold specific state

(weights) in their connections. During a training phase the neurons state will be optimized to achieve good

results at solving the predefined problem (e.g., distinguish an image of a dog from an image of a cat). As

in ML, this phase is only possible when a problem-specific dataset is used. This dataset will be repeatedly

read, as a whole, to provide the training data inputs.

Complex DL models must be trained with large datasets in order to be accurate [27, 82]. The ex-

ponential growth in data, supported by the rise of the internet, as a way to collect and distribute data,

was without a doubt one of the pivotal reasons to allow the DL field to bloom [27]. These datasets are

often comprised of hundreds of GiB, and even several TiB in size, for example, ImageNet-22k [21] (1.5

TiB), Open Images [65] (18 TiB) and YouTube-8M [4] (1.6 TiB). Each data sample is usually read in a

randomized order to ensure model convergence and optimal accuracy values [57, 59].

A realistic DL workload is formed by the combination of high computation and data ingestion times,

leading to prolonged training phases. Many solutions were developed and used by companies, as well as

the scientific community, to solve this performance issue, which further helped the rise of the DL field. For

example, and on the hardware side, accelerators like NVIDIA Graphical Processing Units (GPUs) [89] and

Google Tensor Processing Units (TPUs) [39] can improve the performance of training DL models. Like-

wise, on the software side, DL frameworks, such as Keras[41], TensorFlow[1] and PyTorch[66], are widely

adopted to facilitate the development of DL training scripts. These solutions provide efficient algorithms to

train DL models, as well as better approaches to take advantage of the available computational resources.

An example of the latter is the availability of distributed training techniques, that use multiple GPUs and/or

multiple nodes for the training process. These frameworks can also integrate in their source code other

external libraries, for example cuDNN [14], which is used to further improve the DL training performance

when using GPUs.

1.1 Problem

It is important, due to the storage and computational requirements of DL training (i.e., caused by the large

amounts of data and complex models, respectively), to use infrastructures with specialized hardware to

run DL jobs. HPC infrastructures are a great example to tackle the performance issues of DL training,

by accommodating thousands of compute nodes, where DL jobs can be deployed to effectively train DL

models. These compute nodes have high-speed interconnect networks for communications, and can pos-

sess multiple GPUs. Furthermore, compute nodes have easy access to one or multiple PFS backends

(e.g., Lustre [77], BeeGFS [17], GPFS [76]), which are shared by all HPC users to store and access their

information.

2



CHAPTER 1. INTRODUCTION

Indeed, HPC users that run DL jobs at compute nodes, generally use the available Parallel File System

(PFS) backend to store their large training datasets, despite contrary recommendations [28]. These storage

infrastructures are highly scalable, but when stressed by many users their performance can deteriorate,

leading to performance degradation [17, 53, 54, 96]. Moreover, DL datasets, in addition to being large,

are often comprised of millions of data samples. For example, Open Images has around 9 million images

and ImageNet-22k has approximately 14 million images. As such, PFSs, like other storage solutions, are

affected by the small files problem [51, 75], and the long-lived and recurrent access to millions of small

files (i.e., both data and metadata requests) during the training process of a DL model can cause a

massive impact in the supercomputer’s PFS, as stated in [100], a Texas Advanced Computing Center

(TACC) research project:

”As the dataset grows larger, the metadata and data traffic of thousands of directories and millions of

files can easily saturate the existing shared file system due to the high access frequency, concurrency,

and the sustained Input/Output (I/O) behavior.”

In fact, DL jobs storage access can be underwhelming in these infrastructures, causing performance

losses for the training phase, which evidences the existence of an I/O bottleneck for these jobs. Further-

more, the presence of multiple DL workloads can lead to performance degradation and high throughput

variability on concurrent jobs that also depend on the PFS performance. To alleviate the small files I/O

bottleneck,( i.e., reduce the number of metadata and data operations submitted to the PFS), optimized

data formats are used. These formats pack several small-sized files into a single, larger one. This type

of data representation diminishes the I/O bottleneck by allowing the use of large and sequential reads,

leading to the reduction of the number of files being accessed and, consequently, the number of metadata

operations required during the training phase. Some DL frameworks support optimized data formats, such

as TensorFlow’s TFRecords [86] or MXNet’s RecordIO [13, 72]. On the other hand, third-party libraries can

also be used, such as HDF5 [30].

Further, to boost the access to training data, DL frameworks also implement different I/O optimiza-

tions, such as in-memory caching, I/O prefetching, and parallel I/O. These optimizations are often con-

veyed through convenient programming interfaces, such as TensorFlow’s tf.data[85] and PyTorch’s [66]

DataLoader [70], or by using third-party libraries, such as DALI [61].

Complementary to these optimizations, and since several modern supercomputers include compute

nodes equipped with fast local storage mediums (e.g., Solid-State Drive (SSD), Non-Volatile Memory Ex-

press (NVMe)) [5, 80], storage tiering can be used to fully or partially cache datasets locally, reducing the

I/O pressure at the PFS and speeding up DL training [24, 44]. However, this work identifies four main

challenges that are currently limiting the adoption of storage tiering at supercomputers.
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Storage tiering is not available to all DL frameworks. Most DL frameworks assume training

datasets are stored in a single storage backend. In such cases, moving the dataset from the PFS to the

local storage mediums must be done by users, either by manually copying the dataset or by providing the

DL framework, if possible, custom logic to read data samples. However, users are often not aware of these

local storage resources, or do not know how to use them correctly.

The full dataset must fit at the faster tier. While some approaches avoid manual intervention

from users, the training data must fit into the compute node’s local disk, which is not the case for large

DL datasets [78, 84]. In some approaches, the local disks from several compute nodes can be grouped

to provide a caching tier that supports large datasets [100]. However, under single-node DL jobs, such

solutions require allocating, and potentially wasting, resources from several compute nodes.

Intrusiveness for developers and users. Solutions addressing the previous challenges can require

changing the original codebase of DL frameworks, thus limiting their applicability. Also, these solutions

require understanding and using additional I/O libraries (e.g., custom-made, Message Passing Interface

(MPI)) for building DL training scripts, limiting user adoption.

DL-specific I/O patterns are unexplored. Current storage tiering approaches are focused towards

buffering scientific write workloads at intermediary storage mediums before reaching the PFS. However,

DL training workloads are read-oriented, and have specific I/O patterns that should be considered when

optimizing data placement over different storage tiers. Namely, the full dataset must be accessed for each

training epoch, and each dataset file is read once per epoch. Files may be requested in a randomized order

across epochs. Also, when using optimized data formats (e.g., TFRecords), several I/O read requests are

issued to read different data samples packed into a single file.

To address the aforementioned challenges, a framework-agnostic storage tiering middleware is nec-

essary. This solution should enable DL frameworks, in single-node training scenarios, to transparently

leverage local storage mediums of compute nodes, even for datasets that may not fit entirely on such

resources.

1.2 Objectives

Taking into consideration the problems described in the previous section, this dissertation has three main

objectives. First, it aims at accelerating single-node DL training. This performance improvement is targeted

at training phases that access supercomputer’s PFS storage infrastructure, thus being affected by the

previously described I/O bottleneck. This will allow DL developers at supercomputers to train DL models in
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shorter periods of times and further increase the DL training evaluation metric result (e.g., accuracy ). The

latter applies when regular user’s jobs have a time limit to run at the supercomputer (e.g., Frontera [80]).

Second, considering the perspective of the HPC cluster, it is important to establish the additional

goal of mitigating the number of requests that are issued to the PFS (i.e., both data and metadata). This

objective is necessary to reduce the performance impact of DL jobs on the HPC infrastructure’s shared

PFS, thus improving the Quality of Service (QoS) of all users that resort to the PFS. Further, by depending

less on accessing the PFS, DL jobs, will be less affected by the I/O variability of that storage infrastructure,

leading to a more stable performance of DL training across different jobs.

Finally, it is important to ensure transparency for DL users and DL frameworks cross-applicability. With

this goal, this dissertation’s proposed system can be applied over different DL frameworks with distinct

I/O optimizations. Moreover, DL training scripts will not have the need to be modified and DL users do

not have the necessity to describe a complex set of configurations to use the proposed system. All of this

leads to the system’s wider adoption.

1.3 Contributions

To accomplish the objectives stated above the following contributions are made in this work:

• The first contribution is an experimental study that analyzes and compares the impact of running

DL training jobs at the compute node’s local storage medium and at a supercomputer’s PFS. This

experiment will serve as a foundation and baseline to determine the real advantages of using the

local storage medium as a faster storage tier.

• The second contribution is Monarch, a framework-agnostic storage tiering middleware for single-

node DL training at HPC centers. Monarch enables DL frameworks to transparently leverage local

storage mediums of compute nodes, even for datasets that may not fit entirely on such resources.

At its core, Monarch mediates dataset read requests between DL frameworks and HPC storage

resources (i.e., local storage and PFS), while providing a data placement strategy that is fine tuned

for the I/O patterns of DL jobs, that are performing model training under datasets that hold different

types of data, such as raw small files or optimized data formats (i.e., TFRecords, RecordIO). Namely,

data placement is done as a background task, to avoid adding extra latency at the critical I/O path

of DL frameworks. Further, it prefetches content from large files, stored at the PFS, to faster storage

mediums. This decision promotes the use of faster storage resources while avoiding unnecessary

data accesses at the PFS.

When combined, this middleware’s mechanisms i) accelerate DL training time, ii) reduce I/O vari-

ability, and iii) diminish I/O pressure at the PFS. Moreover, by decoupling storage tiering from other
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I/O optimizations, Monarch can be combined with other mechanisms currently supported by DL

frameworks, such as optimized data formats, I/O caching, prefetching and parallelism. This de-

coupled design enables porting Monarch across different DL frameworks that rely on the POSIX

interface to access the training dataset (e.g., TensorFlow, PyTorch), without requiring any changes

to their codebase.

Finally, it can be utilized transparently by users without requiring any changes to the way they build

their DL training scripts or requiring any complex system configuration.

• Implementation of Monarch, which relies on the LD_PRELOAD technique to be portable across

DL frameworks without the need to change their source code or DL developers training scripts.

Monarch prototype is ready to be used with the TensorFlow and PyTorch (with DALI [61] enabled)

frameworks.

• An experimental evaluation that showcases the impact of Monarch in terms of training per-

formance, I/O variability, and number of operations submitted to the PFS. This evaluation was

conducted on a realistic scenario, using the Frontera [80] supercomputer and with the TensorFlow

and PyTorch frameworks to train the LeNet [50], AlexNet [45] and ResNet [33] models. Monarch

allows decreasing TensorFlow’s and PyTorch’s training times by up to 28% and 37%, respectively, for

I/O-bound models and datasets that do not fit entirely at the compute node’s local storage. Further-

more, Monarch is able to reduce I/O-variability, and decrease the number of operations submitted

to the shared PFS by up to 56%.

1.4 Results

Has a result of this work the two following scientific papers were published:

• M. Dantas, D. Leitão, C. Correia, R. Macedo, W. Xu and J. Paulo, “MONARCH: Hierarchical Stor-

age Management for Deep Learning Frameworks”, 2021 IEEE International Conference on Cluster

Computing, 2021.

• M. Dantas, D. Leitão, P. Cui, R. Macedo, X. Liu, W. Xu, J. Paulo, “Accelerating Deep Learning

Training Through Storage Tiering”, The 22nd IEEE/ACM International Symposium on Cluster, Cloud

and Internet Computing, 2022.

Moreover, Monarch is publicly available as an open-source project at https://github.com/dsrhaslab/

monarch.
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1.5 Document structure

This document is structured in the following way: Chapter 2 elaborates on the state-of-the-art, where general

background concepts are discussed, giving clarity on DL concepts that are related to this work, focusing

more on the I/O-bottleneck of DL jobs, and how this problem is managed by both storage solutions and DL

frameworks. Not only that, but relevant related work is also discussed, concerning developed systems that

target DL training acceleration through I/O optimizations. Chapter 3 presents a preliminary experiment

to validate the use of local storage to optimize DL training. Chapter 4 gives a detailed explanation of

Monarch, followed with an extensive evaluation in Chapter 5. Finally, Chapter 6 will deliver this work’s final

conclusions and discuss some possible future research paths that build upon Monarch’s contributions.
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2
STATE OF THE ART

Considering that this dissertation focuses on a storage solution designed for DL workloads it is necessary to

understand fundamental DL concepts, specifically focusing on the DL training phase, its I/O requirements

and how they are addressed by DL frameworks. Finally, details on how DL jobs are executed in HPC must

also be provided to fully comprehend the problems that concern HPC storage infrastructure (i.e., PFS).

Apart from the necessary background, systems that target problems similar to those that motivate this

dissertation are also analyzed.

2.1 Background

To better understand DL one must first understand ML, the field from which DL derives and shares base

concepts, thus contributing to a better understanding of the cornerstone principles that sustain this work.

2.1.1 Machine Learning

Machine Learning (ML) comes from the simple idea of having a computer that can generate self-taught

rules by looking at data. ML based systems should be automated by means of a training process, rather

than being explicitly programmed, as in a more traditional and conservative manner, where data-processing

rules must be previously defined.

The core of ML is the training phase, where many samples of a specific data domain (i.e., images,

text, audio) are fed to a model. The whole training process enables the ML model to recognize patterns

and derive conclusions that will lead to the automation of a specific job, such as time-series forecasting,

speech recognition and even autonomous driving. This process can be perceived as “learning” [27].
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To sum up, the ability to have intelligence and automation, eventually, arises from the patterns, struc-

ture and rules that the ML model discovers while training with the provided data samples. As such, to

achieve reasonable results, ML is dependent on the available training dataset. The model is often tuned

to achieve a high degree of capability to generalize the results beyond the training data, so that it can be

applied to data that it has not yet seen.

There are broadly four main branches of ML [27]. Supervised learning [43] where the model learns

to translate input data to known labeled targets (e.g, object detection, image segmentation, regression).

Unsupervised learning [42] is usually used as a first step towards supervised learning, in a way that it can

help find and visualize correlations within a dataset without the help of labels. Self-Supervised learning [12]

is supervised learning without labels provided by humans, but instead, typically using heuristic algorithms.

Reinforcement learning [81] introduces the concept of agent as an entity that receives information from a

certain environment and learns by being “rewarded” depending on the actions that it takes based on the

received input. Supervised learning is the most common case of ML and it is the characteristics of this

type of learning that this dissertation will focus.

2.1.2 Deep Learning

Deep Learning (DL) is a vast field inside of ML, where models are constructed upon several successive

layers of connected neurons, which are the fundamental units of DL. By stacking each layer on top of

each other a Artificial Neural Network (ANN) is created. This network can be broadly divided into three

components, the input layer, the output layer and those that reside between the previous two that are

called the hidden layers. When a ANN contains multiple hidden layers it is called a Deep Neural Network

(DNN), as seen in Figure 1.

In a common ANN architecture each connection between the existing neurons holds a weight. The most

commonly used types of neurons are the Threshold Logic Units (TLUs) [32]. These neurons compute a

weighted sum based on the inputs they receive from their connections. An activation function is then

applied to the sum value, which in turn, generates the output of that neuron. Some of the more well known

activation functions are the Rectified Linear Unit (ReLU) [98] and the Hyperbolic Tangent (TanH) [97].

The training phase, similar to the one performed on ML models, happens via the training loop, where

for each iteration of the loop, training samples and their corresponding targets are fetched from storage.

This process goes on until the full training dataset is passed over multiple times. Each full dataset pass is

an epoch.

Training samples are fed into the model, going from the input layer to the hidden layers, until they

reach the output layer, to achieve predictions for those inputs. This process is called forward pass. As

shown in Figure 2, having obtained the predictions, a loss function is used to measure how well the model

is doing, calculating the loss score, which is a measure of the error between the predicted values and
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Figure 1: Deep Learning layers representation.

the real targets/desired output. The optimizer will then take the loss score and apply the backpropagation

algorithm, going from the output layers to the input layers, to calculate the contribution (i.e, error gradients)

of each connection of the layers to the loss score. With the error gradients of each connection’s weight

the optimizer will make a weight update, shifting the values of the weights in a manner that leads to the

reduction of the loss score, targeting a global minimum.

Weight update

True
Targets
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Loss
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Input

Loss
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O
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Figure 2: Deep Learning simplified training process steps.

Mini-batch GD is a popular algorithm for performing optimization on neural networks, where a weight

update occurs after processing some predefined number of samples (i.e., a mini-batch of samples, as

seen in Figure 3).

With Mini-batch GD, each input that forms themini-batch is usually picked randomly (i.e., randomness
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derived from the Stochastic Gradient Descent (SGD)). This randomness has benefits to avoid local minima

and to find the global minimum. To achieve randomness, it is ideal to shuffle the whole training dataset

in each epoch. This step must be done with the input samples and labels jointly, so that it does not

interfere with the samples’ labeling. It is important to make sure that each sample has the same probability

distribution as the other samples and that all of them are statistically independent. This is done by either

using a global shuffling method on the whole dataset (i.e, usually done by shuffling the names of the files

to be read for each epoch) and then making storage requests that follow that predefined order, or by picking

each sample randomly from the dataset [32] at the time of the storage request. There are discussions on

how this random picking should be done [57], but it is certain that some degree of randomness is required

and that global shuffling has convergence guarantees (i.e., the guarantee that the model is approaching

the global minimum).

 4 22 45 33 12 99  2  1 17 88 90 71

List dataset files

Epoch 1

shuffle

33 13  1 41 81  8 23  5 11 63 50 39Epoch 2

shuffle

Dataset samples indexes

Iteration 1 Iteration 2 Iteration 3 Iteration  x

Iteration 1 Iteration 2 Iteration 3 Iteration x

Figure 3: Example of the dataset access of a training loop that uses Mini-batch GD and global shuffling.

2.1.3 Overfitting

A common ML and, consequently, DL problem is overfitting the model to the available training data. When

dealing with i) complex models, which in the case of DNN they usually are, and ii) training datasets that

have noise or are not large enough to attenuate the sampling noise, DL models will find underlying patterns

in the noise and will not generalize well to unseen data, thus failing at problem solving (e.g., classify objects,

speech recognition).

Even though regularization techniques can be applied during DL training (e.g., 𝑙1 and 𝑙2 regulariza-

tion [60], Dropout [79], early stopping [95]), very commonly the best solution for overfitting (Figure 4a) is

to simply use a well balanced, diverse and large enough dataset [27, 82]. Techniques like data augmen-

tation to artificially enrich the dataset with new data derived from existing samples can also be part of the

solution for a better model [67].
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The stochastic (i.e., random) property of the Mini-batch GD can also be helpful to prevent the model

from being biased by the noise of a meaningful input order. The obstacle of biased data is even more

evident for classification problems where the dataset is usually organized in a class/target manner. In this

case, when fetching a mini-batch, a representative set of samples of the whole dataset is needed and not

just of some specific classes/targets. Therefore, shuffling the dataset is common when this is the case,

making this step important not only for convergence, but also to achieve good generalization levels.

Nevertheless, underfitting a model (Figure 4c) is also a possibility. This is the opposite of overfitting.

In this case the model, after training, could not capture the relationship of the data that is being fed to it,

thus lacking complexity and performing poorly. This is less common than overfitting and can arise from

trying to solve the latter problem. The solutions to this problem is to simply make the model more complex

or reduce restraints to the model such as regularization, if they are present.

(a) Overfitting. (b) Appropriate fitting. (c) Underfitting.

Figure 4: Overfitting, appropriate fitting and underfitting for a classification problem.

With all of this in mind, it is now easy to understand why large quantities of data must be used in

DL training. Not only that but, the random access pattern, characteristic of the DL training phase, is also

necessary for convergence guaranties and to help preventing overfitting.

2.1.4 Model’s evaluation metrics

DL developers need model evaluation metrics to quantify the model’s performance on solving a given prob-

lem. For example, in classification tasks that use a unskewed dataset (i.e., a dataset where the frequency

of some classes is not bigger than others), a frequently used metric is accuracy. This metric focuses on

the ratio between the total number of correct predictions versus the total number of predictions made. The

metrics precision and recall are more often used in the presence of skewed datasets. When chosen cor-

rectly, these metrics are extremely useful. On an DL production pipeline there are essentially two phases

of evaluation: model testing and training validation.

Model testing is used to determine how well the designed solution will generalize to new cases (i.e.,

data samples that were not used during the training phase), using a test dataset. This is a crucial phase that
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must happen before the model’s deployment, making it possible to know how well a model will behave

on new inputs. The training validation phase is mainly used for model optimization, targeting the shift

of the model’s hyperparameters (i.e, properties that govern the entire training process), also known as

hyperparameter search, and happens during the training phase. Tuning these properties is the process

of trying to determine the model that obtains the highest score, utilizing a predefined metric, such as

accuracy. When considering large datasets a hold-out validation dataset is used for this matter.

2.1.5 Deep Learning Frameworks

In order to facilitate the scientific advances of the DL field, building DL models cannot become very time

consuming. With this goal, specialized frameworks were built to create and train DL models. These frame-

works can be interfaces or libraries that help DL developers.

Firstly, DL frameworks contribute to the research and production of DL models, since they allow the

fine tuning of the whole training process with the existence of low-level interfaces. These interfaces offer a

high degree of customization and configurability to the internal processes of the framework, thus allowing

DL experts the possibility to achieve high-performing specialized solutions. This is the case of TensorFlow,

which is an open source software library, PyTorch, that can generally be found as a Python package, and

MXNet, a framework specifically built to train and deploy DNNs.

Finally, these frameworks can also give non-experts on the underlying DL’s algorithms andmechanisms

(e.g., Mini-batch Gradient Descent (Mini-batch GD)) the access to high-level interfaces. With this, users

that are still new to the field are able to construct complex problem solving models. A framework that is

well known to be user-friendly is Keras [41]. This framework focuses on offering a high-level Application

Programming Interface (API) to build DL scripts. It runs on top of other DL libraries, more predominantly

on top of TensorFlow.

This dissertation uses as use-cases the TensorFlow and PyTorch DL frameworks as these are two of

the most popular frameworks currently available.

2.1.6 Deep Learning Execution Time overview

For this work, the total execution time of a given DL training job is based on DL frameworks’ general

modus operandi and will be divided into two core components: computation time and data I/O time. It is

worth to mention that when parallel training execution is considered the communication time must also

be added to the sum. The communication time is introduced by the weight movement costs between the

devices involved in the distributed training. In the case of the data parallel model it is the cost of the

all-reduce operation. Although important, this component will be set aside, since this work will be focused

on single-node training.
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The computation time in DL training includes operations such as convolution or element-wise arith-

metic. The computations of a DL model are generally associated to the work of the optimizer (e.g, back-

propagation and Mini-batch GD), including, obviously, the forward pass of each mini-batch. This time

component is dependent on many hyperparameters, such as the number of epochs, batch size, layers

complexity, hidden layers depths, etc. The higher the epoch size, the longer the training process and more

full dataset traversals will be made. More hidden layers tend to lead to a larger number of parameters and

a bigger model complexity, which also increases computation time.

Furthermore, DL workloads are read-heavy, but some write operations may occur over the training

course, which result from checkpointing (i.e., persisting) the DL model’s state. These operations are done

in files that are disjoint from the training dataset, as such, this dataset remains as read-only for the duration

of the training phase. Checkpoiting provides some degree of fault tolerance in the presence of prolonged

training times and epochs. However, for this work, data I/O time will solely be defined as the time that

takes to fetch samples from the source dataset (i.e., storage I/O) and deliver them to the model’s input

layer, thus ignoring the small percentage of I/O that comes from checkpointing.

Between arriving from the storage backend to being delivered to the model’s input layer, data samples

are usually decoded and can be preprocessed in memory, and in a wide range of ways. Some common

preprocessing steps are data normalization and data augmentation, where, for example, horizontal flips

and crops on an image can be made to benefit the model’s performance [67]. Arguably this process can

be considered a very distinct component of the DL training phase, but for the purpose of this dissertation

it will be accounted as part of the data I/O time.

Although not being strictly imposed, the use of GPUs is widely adopted to reduce the computation

costs. However, since the main computation is placed on the GPU and the data is in the CPU’s memory,

the data must be transferred from CPU to GPU (i.e., involves traffic on the CPU-GPU interconnect), adding

an extra component to the data I/O time. Notably, the preprocessing of data is usualy made on the CPU, but

with the help of specialized data loading libraries, such as DALI [61], this can be made in GPU. Therefore,

the data I/O time is mainly dependent on the throughput of the storage backend and the complexity of

the preprocessing done to each sample (see Figure 5).

Dataset Reads Decode TrainPreprocess

CPU CPU/Accelerator AcceleratorBackend Storage

Data I/O time Computation time

Mini-batch 1

Figure 5: Deep Learning generic data-flow and execution time components.

With the help of DL frameworks, some of these operations can be overlapped, for example, computation

can proceed while new inputs can be fetched, buffered and preprocessed to later on be passed to the model
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input layers. These optimizations are often implemented in a pipelined manner.

Mini-batch 1

Decode TrainPreprocess

Reads Decode Preprocess Mini-batch 2

Mini-batch 3

Train

Stall (I/O throughput)

Stall 
(compute)

Idle time

Reads

Dataset Reads Decode TrainPreprocess

CPU CPU/Accelerator AcceleratorBackend Storage

Figure 6: Deep Learning generic pipelined data-flow

A key concept to retain is that the predominant time consuming component will dictate where the

performance bottleneck will reside. In Figure 6 mini-batch 2 is ready to compute even before mini-batch 1

training step is concluded, hence there is a compute stall that prevents mini-batch 2 from being used for

training. If for the majority of the training process data samples are always ready for computation and the

computation time is predominant, then the overall configuration of the whole training process (i,e. model’s

architecture, model’s hyperparameters, I/O optimizations, hardware, etc.) leads that job to be compute-

bound. On the contrary, if for the majority of training steps the training loop sits idle waiting for input

data, such as the case of mini-batch 3, where the I/O throughput was decreased for some reason and

consequently delayed the training process, then the job will be considered I/O-bound. Generally speaking,

DL jobs are usually compute-bound, but they can easily become I/O-bound, if no I/O-optimizations are

used and under-performing storage backends are present.

2.1.7 Deep Learning on HPC systems

The performance of DL applications has been analyzed by many researchers and recent studies have

shown that, within the data I/O time, storage access to read data samples cannot be dismissed as an

existing bottleneck to the overall training efficiency [31, 63, 69, 92], especially in HPC infrastructures and

their underlying PFSs, which are the main scope of this dissertation.

As stated in Section 2.1.3, DL training is associated with complex models and large-scale datasets.

This leads to computational, network and storage needs for DL applications. Associated with these needs

there has been an increase in the popularity of modern supercomputers. Modern HPC infrastructures, by

design, provide parallel computing capabilities, enabling the execution of a particular job to be scaled up

and breaked down into separate computational tasks to be performed by many individual cores within a

single device or node. These systems also contribute to a scale-out job parallelism, where a job can be

split into many parts that can be processed in parallel by different servers, this is particularly useful for

the case of distributed training.
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Storage access is easily obtained in these infrastructures by means of a shared PFS (e.g, Lustre,

BeeGFS, GPFS), that provides fast global access to large volumes of data and ensures data persistence

through a high number of distributed storage devices. Several supercomputers, such as Frontera and

ABCI [5], also have their compute nodes equipped with local storage mediums, such as SSDs.

Node 1 Node 2 Node N

Parallel File System

I/OI/OI/O

Figure 7: Parallel File System being used by multiple nodes.

Despite not being always necessary to use, since local storage mediums are also available, the PFS

storage backend is appealing to users and they opt to store their datasets in that system for various

reasons [24, 100]:

• Users might not be aware of local storage mediums available at compute nodes and their perfor-

mance benefits

• In many cases, data must be manually copied from the PFS to local storage

• Large datasets may not fit entirely at the local storage resources

• Due to its shared namespace, data access in distributed training is guaranteed

Therefore, it is easy to understand that HPC users very often do not use the local storage that is

available at the compute nodes. This generates a problem, since the PFS itself cannot handle very well DL

workloads generated by the execution DL jobs.

This problem is evidenced by Chowdhury et al. [17], stating that DL workloads, impose serious chal-

lenges for PFSs and, in turn, lead to poor I/O performance of DL jobs. Traditional file systems are optimized

for large sequential reads and under-perform in the presence of large datasets comprised of small files [51,

75] and random access patterns. This is also true for remote storage, such as a PFS. These systems offer

large amounts of aggregate bandwidth, but when only small data requests are issued, only a small fraction

of that bandwidth is used.

Moreover, in an analysis of the data stalls that occur in DL training, Mohan et al. [59], concludes that,

when the dataset cannot be fully cached in memory, storage access can become a bottleneck, especially

when accessing remote storage and not local storage. This study points out that implicit mechanisms, more

specifically the Page Cache, are not efficient for DL training due to its caching replacement policy, that is
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a variant of Least Recently Used (LRU) [88]. This policy, when the Page Cache reaches its full capacity,

decides which cached items will be evicted to leave space for new insertions. Since DL training involves

a repetitive and very often random access to data samples (Section 2.1.2), using LRU causes thrashing,

leading to unnecessary item replacements and I/O movement. Figure 8 shows a simple example of the

behavior of this type of cache. As seen in this figure, where the initial state is derived from a warmup phase

(e.g., after 2 training steps) and cached samples are continuously accessed in a random order, the Page

Cache has already hit the maximum quota value and the replacement of items is active. In fig. 8, items

that are cached are also evicted without being read by the application (i.e., cache hit ). For example, item

C is inserted in the first epoch of this figure, but in the second epoch it has already been replaced, which

happens for the majority of items in this illustration. As such, this represents a waste of computational

resources, with the needless replacement of items, increasing the number of cache misses.

Page Cache 
with LRU

D B

Access Pattern

D B D B C B C A D A D C B C B D

CB A D BC D A

D C B A C D A C D B C D B A

  Initial State Replace the cached items with the misses

First epoch Second epoch

Figure 8: Simplified example of cache thrashing originated by the LRU replacement policy existent in the
Page Cache, considering two epochs, cache quota of 2 units, and a worst case scenario for a random
access pattern.

The size of a common deep learning dataset can easily surpass the caching capacities of a single

compute node of a supercomputer (e.g., Piz Daint [19] has 64 GiB of memory per node and Fugaku [73]

only has 32 GiB). This is more evident when local training is used and a single node has to fetch all of

the dataset samples. The lack of a better caching replacement policy is a reasonable concern since some

DL frameworks rely on this caching mechanism to cache the data samples in memory and accelerate

training performance (e.g., PyTorch, which does not have any caching mechanism). Furthermore, HPC

system administrators, recognize the I/O problem and try to obtain holistic performance guarantees for all

users, but they can either rely on this mechanism to accelerate job’s running times, and most importantly

to minimize the number of requests issued to the shared PFS, or they must ask the users to have good

practices [28], which is not an effective solution.

Wang et al. [92], took into consideration an AI specialized cluster, and showed that the I/O bottleneck

is present across multiple scenarios, being predominant in single-node scenarios, whereas in a distributed

setting it can potentially become the main performance bottleneck, but only when the communication time

stops being the leading cause of performance deterioration, through optimizations.
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Han et al. [31] empirically showed, in an HPC system with IBMPOWER architecture, that one of the

problems of training on large datasets in HPC systems is the usage of a distributed file system, Lustre [77]

in this case. This research compares the use of storing a dataset on a NVMe versus storing in Lustre. It

proves that, owning to the fact that the file system performance depends on the number of I/O requests

from all users and their diverse workloads, the performance variability using Lustre is bigger than that of

the NVMe, which can be minimal. This leads to a boost in performance when using NVMe for models

where the computational overhead is minimal. This is also backed by the common knowledge that shared

storage systems like Lustre suffer from performance variability [53, 54, 96].

A study characterizing TensorFlow’s I/O was also made [15]. In its experiments, it was observed that

the delay originated by I/O operations can be completely hidden by prefetching, making the execution time

non dependent on the number of threads used for data I/O and the storage technology used. On the other

hand, threading can be used to increase the rate of file ingestion, but this effect is more noticeable on fast

storage devices such as SSD, whereas in Hard Disk Drive (HDD), for example, the scaling flattens on a

reduced number of threads. This gives the hint of the importance of using a fast local storage medium to

store training datasets, instead of relying on a shared PFS.

2.1.8 Storage Solutions for Deep Learning

To speed up DL applications storage access times, some generic storage solutions might be used in

combination with DL frameworks. In-memory Key-Value (KV) systems are used for DL, since accessing

data through keys (e.g., file name) is already the standard for DL frameworks and relational operations

offered by Structured Query Language (SQL) databases are, generally, not needed. One of those systems

is Lightning Memory-Mapped Database (LMDB) [18], a database based on a B+tree, exposing the entire

dataset in an in-memory map, used by the Caffe DL framework [38].

Optimized data formats (e.g., TFRecord [86] and RecordIO [72]) can increase I/O throughput by allow-

ing large sequential reads and by drastically reducing the number of metadata operations issued during

training, yet there are additional concerns when using these formats, provided by DL frameworks. Firstly,

DL datasets are commonly found in their raw state (i.e., comprised of small files, possibly divided into

multiple directories), hence a conversion to the optimized format is needed. Secondly, the codebase of

the DL job needs to be changed, accordingly, which makes their adoption more difficult. Thirdly, since the

data samples are converted to records (i.e., data structure containing data and metadata from a dataset’s

sample) and serialized into single or multiple files, we can no longer perform random access to individual

records, unless there is an extra step of indexing each record, thus knowing their exact location on the bi-

nary file (i.e, offset and size). This indexation step can be used in the RecordIO format and Figure 9 shows

how records’ IDs can be shuffled to enable random access to records, making global shuffling possible

(2.1.2).
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Figure 9: Random access to an optimized file format.

On the other hand, TensorFlow does not rely on random access to records, performing fully sequential

reads instead. In this case, shuffling is provided by storing samples in a shuffle buffer, from where samples

will be chosen later on. In addition and to increase the randomization level, the IDs of the files that hold the

records can be shuffled, to obtain a different reading order in each epoch. Figure 10 explains this process,

where the shuffle buffer, will be filled with samples in a sequential order and then records are randomly

chosen from that buffer to form batches. State 1) and 2) represent possible states, since the buffering

operation and the consumption of buffered records are asynchronous. The use of a shuffle buffer not

only makes the randomization process dependent on the size of this staging area, but it further alters the

provided level of randomization, which can lead to a worse model accuracy [57, 59]. It is worth to mention,

that even though it is not illustrated in Figure 9 and Figure 10, the DL framework’s loading process of data

samples can also involve a read buffer, orthogonal to the shuffle buffer, to serve as a staging area for data

samples to be decoded and preprocessed.

Despite reducing metadata accesses, reading random records when a file index is present can defeat

the purpose of having a binary format, not enabling sequential reads. Moreover, similar to TFRecords,

when using the RecordIO format, a random chunk of records can be contiguously read from the storage

backend, instead of a single record, reducing the problem.

Finally, it is important to note one inefficiency of optimized data formats. Going back to one of the

problems discussed in the previous section, and as stated in [59]: ”TFRecord format results in 40% higher
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Figure 10: Sequential access to an optimized file format.

cache misses than the ideal because, the sequential access nature of TFRecords (and RecordIO) is at odds

with LRU cache replacement policy of the Page Cache”. In this case, using optimized data formats can

increase cache misses in the presence of a transparent cache system that uses LRU as a replacement

policy, when compared with DL training jobs that do not use these formats.

2.1.9 TensorFlow’s Data Loading Solutions overview

To look at a different perspective on speeding DL training data I/O times the internal capabilities of frame-

works can be analyzed. The TensorFlow framework’s I/O operations are conveyed through the TensorFlow

runtime, which is written in C++.

Through Python, TensorFlow provides the tf.data.Dataset API [85] that enables the creation of input

pipelines. These pipelines typically perform I/O operations, such as reading, decoding and preprocessing

data, and can be seen as producers, while accelerators, like GPUs, ingest their output, being the con-

sumers. This API optimizes the training process by parallelizing data extraction and overlapping data I/O

with computation, reducing accelerators idle time [15].

20



CHAPTER 2. STATE OF THE ART

This framework provides specific stages to be applied over a data loading pipeline. Some of the most

interesting stages to describe for the context of this dissertation are:

• Map is used to implement user-defined data stages, such as data preprocessing, over each sample

that is passed to the model. This stage can be sequential or parallel, offering the possibility to

accelerate data stage operations.

• Prefetch enables the overlap of data extraction with the model computation. In a broad sense, this

stage uses a dedicated background thread to read samples from the storage backend before the

time that they are needed by the consumer. This technique demands the existence of an internal

buffer to store the prefetched samples. Since it prefetched indivudual samples, this is a sample-

based prefetching optimization.

• Interleave can be used to parallelize data loading. For example, in a dataset composed of mul-

tiple input files that contain multiple samples (e.g., TFRecord files) this operation, when used as

parallel interleave, fetches a certain number of samples (defined by the block_size) from an input

file until it moves on to another file. The number of input files processed concurrently is given by

the cycle_length. This process can be seen in Figure 11, which can be related with the concepts

discussed in Section 2.1.8 and Figure 10.

• Shuffle is used to allow the construction of a shuffle buffer, as described in the previous section

and Figure 10.

• Cache is the stage that allows the caching of the dataset either on memory or on local storage,

saving data and metadata operations from being executed to retrieve dataset inputs from the storage

backend.
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Figure 11: Interleaved access to an optimized file format.
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All of these stages have configurable parameters, for example number of threads used (num_parallel_calls),

and they can be either manually configured or left alone to be auto configured with autotuning algorithms

(tf.data.experimental.AUTOTUNE), provided by the framework.

filenames = [“/var/data/file1.jpg”, “/var/data/file2.jpg”…]
dataset = tf.data.Dataset.from_tensor_slices(filenames)
dataset = dataset.map(function, num_parallel_calls=4)
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Figure 12: TensorFlow’s file system adapters.

TensorFlow also assists the process of reading data samples from different sources, providing adapters

to interact with various file systems, like Amazon S3, Google Cloud Storage, Hadoop Distributed File System

(HFDS) and standard POSIX-compliant solutions, exposing the same interface to users, as presented in

Figure 12.

2.1.10 PyTorch’s Data Loading Solutions Overview

The PyTorch framework enables data loading optimizations and utilities through the torch.utils.data pack-

age [70]. More specifically, the Dataloader class is the heart of PyTorch data loading. This class will deliver

the data samples to the training loop on demand.

The Dataloader can be enabled to use multiprocessing, and it does so by utilizing a main process

interacting with spawned background worker processes, enabled through multiprocessing queues. The

main process can submit requests to its workers to load data samples. Prefetching can be enabled by

increasing the rate of requests that the main process issues to the worker processes. PyTorch’s Dataloader

background worker processes will simultaneously load and preprocess data samples, which causes an

increase in data throughput to the training loop.

The Dataloader can also make data transfer to CUDA-enabled GPUs faster, by using pinned memory

buffers. This technique is effective, since host to GPU copies are faster when they are originated from

pinned (page-locked) memory [68].

PyTorch offers a considerable level of programmability for data loading and does it by designating the

Dataloader class an iterable over a Dataset. The latter represents the class where the logic to fetch a data

sample for a given key requested by the Dataloader must be programmed. On top of this, The Dataloader

uses the Sampler to request samples from the Dataset. Both Dataset and Sampler are base classes,

meaning that custom subclasses can be constructed on top of them, following a well-defined interface.
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For example, the custom logic implemented on a Dataset can purely be to get data samples from a folder

containing many subfolders with images at the root level. As for the Sampler, a classic custom strategy can

simply be to enforce the random order of requests, in other words shuffling, or even partition the requests

for a data parallel execution.

Although PyTorch provides some needed and broad implementations of these two classes, it typically

entrusts the work of implementing custom logic to the programmer, for example, it does not have well

defined adapters for reading data samples as in TensorFlow.

2.2 Related work

It is clear that storage I/O can become a bottleneck in DL training. This work will highlight many opti-

mizations and storage solutions specifically designed to improve the I/O performance of DL applications

workloads, that focus on different aspects of the problem, as well as more generic solutions that target

scientific workloads in general, but that may also improve the DL training process.

2.2.1 Data Ingestion Pipeline

Some proposals improve DL frameworks’ data loading and preprocessing efficiency by resorting to opti-

mizations of different aspects of the data ingestion pipelines.

Prisma [55] proposes a Software-Defined Storage (SDS) [56] data plane that performs file-level prefetch-

ing to memory in a parallel manner. This system relies on enforcing the DL framework to read data samples

using a predefined global shuffling order, that should be obtained by user interaction. This order is then

shared with Prisma to apply efficient loading of the training data samples.

DALI [61] is a library designed to accelerate DL training, through optimized and transparent data

loading techniques, such as parallel execution, sample-level prefetching (i.e., prefetch individual samples

and not whole files) and batch processing. It specializes in the loading and processing of image, video and

audio data. It stands out by addressing the problem of the CPU bottleneck, by making it possible to do data

processing, such as decoding, cropping and resizing in GPUs, allowing direct data path between storage

and the GPU device. DALI is meant to be a direct replacement for built-in DL frameworks’ dataloaders and

iterators (Section 2.1.9 and Section 2.1.10).

The strategy proposed by Lanaras et al. [48] aims at improving GPU access to the storage system,

focusing on providing a data path from storage to GPU. Firstly, it provides a Data Tracking Tool (DTT), which

can be seen as a data iterator that is integrated with the Caffe DL framework. The DTT provides in each

training iteration data pointers to the GPU, allocating memory on this device to prefetch batches of data.

Not supporting online preprocessing stands as a major flaw for this iterator, thus it needs to access data

that is already in its final state. Secondly, it provides a methodology to support GPUDirect Remote Direct
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Memory Access (RDMA) [29]. The latter contribution could not be empirically tested, since at that time

storage support for GPUDirect RDMA was not available, hence the DTT iterator was only tested by moving

data from Random-Access Memory (RAM) to GPU.

2.2.2 Parallel I/O

I/O inefficiencies are found when using DL frameworks in combination with specific storage access formats

that impair or reduce the effect of utilizing parallel I/O during the DL training phase.

Pumma et al. [69], with the LMDBIO plugin, optimizes Caffe’s LMDB I/O subsystem to improve the

mapping and caching of training data from storage to memory. This system tackles inefficiencies of using

the mmap call and LMDB. LMDBIO, for example, diminishes the number of context switches and sleep time

from executing mmap with many parallel processes. It performs this by defining a root process responsible

for reading data and distributing it to the remaining processes with MPI shared memory. Furthermore,

this I/O plugin also provides speculative parallel I/O, to surpass an LMDB inefficiency, when reading data

records, that leads to redundant I/O. It also reduces the mmap workflow overhead by replacing that call

with explicit I/O (i.e, the pread system call), among other optimizations.

TensorFlow allows for parallel processing of the training data samples with the map operator (see Sec-

tion 2.1.9), but when certain Hierarchical Data Format version 5 (HDF5) libraries are utilized, by necessity

and in detriment to the TensorFlow input pipeline, all operations can be serialized, thus negating any kind

of parallel execution. Kurth et al. [47] uses the Python multiprocessing module to allow the parallel execu-

tion of worker processes, each one with a HDF5 library instance, to overcome this problem and optimize

the data processing step.

2.2.3 I/O Buffering

I/O buffering is another solution to increase applications’ performance, and it is widely utilized in a variety

of forms in generic computational environments.

2.2.3.1 Burst Buffers

The concept of burst buffers is well known in the HPC community. These systems are very often composed

by a tier of SSD devices, allowing to temporarily store and manage bursty I/O from HPC applications [52].

In a HPC infrastructure these systems can be used as a staging area, providing higher bandwidth than

the PFS, leaving the latter to be provisioned for capacity and resilience. Later, if necessary, files staged at

these storage layers can also be transferred to the PFS for persistence. Such is the case exposed by Cray

DataWarp’s design [49]. This storage system joins many SSDs to form a service that results in a inter-

mediate storage layer (i.e., in-between the compute nodes and the PFS) that, through user configuration,
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dynamically provides a requested amount of storage space, noted as an instance that can be valid for the

lifetime of a job or persistent.

DataWarp instances can be configured with two different types. With the scratch type, users’ appli-

cations must explicitly move data between DataWarp and the PFS (e.g., stage additional files, read/write

data). This is achieved with the help of script-accessible and application-accessible APIs. Another type of

instance is cached where data movement becomes implicit (e.g., includes read-ahead and write-behind

capabilities, and LRU tracking), and no explicit requests are required. The storage provided by DataWarp

instances can also be shared by multiple jobs that run concurrently or sequentially.

Furthermore, DataWarp can be considered as a remote burst buffer, and can even be used as an I/O

storage system for on-demand deployments of PFS systems, such as BeeGFS. Systems like IME [35] and

aBBa [26] are other examples that also follow the design principle of remote burst buffers. However, this

design fails to properly utilize the already existing local resources of many HPC systems, and relies on

a new tier of devices to be deployed on, as well as needing an experienced programmer to utilize them

correctly.

In contrast with the latter burst buffer design, local burst buffers are also being discussed and ex-

amined by the scientific community. BurstFS [93] is designed to support the aggregation of I/O across

distributed node-local storage for the same lifetime of a job. When a batch job is allocated to a set of

compute nodes on an HPC system an instance of BurstFS is constructed using local resources, such as

SSDs or memory. This is achieved by mounting this system with a configurable prefix, by transparently in-

tercepting POSIX functions targeted to that prefix and by utilizing a distributed key-value store for metadata

management. However, BurstFS design is targeted towards checkpoint/restart and multi-dimensional I/O

access workloads (i.e., multi-dimensional variables are written in one particular order, and can be read for

analysis or visualization in a different order than the write order), which are different from DL workloads.

GekkoFS [90] presents a local, temporarily deployed and distributed file system, providing a global

namespace that is accessible by all participant nodes. This system allows for POSIX relaxation, by not

providing global locking mechanisms, leaving to the application the responsibility of making sure that

no conflicts occur. GekkoFS uses a pseudo-random distribution to spread data and metadata across all

involved nodes. This system has two primary components, the first is a client library, that needs to be pre-

loaded by the running application, making it possible to intercept of all related file system operations to be

forwarded to the second component, which is a server process/daemon to handle the requests and serve

them accordingly. This system, although transparent, relies on the explicit behavior of the application, not

providing any kind of data placement when the samples are stored at the PFS, unless it is demanded.

Following this trend, Kung et al. [83] optimizes the local design of burst buffers, by showing that RAM

can be used to solve the impact on the draining speed of distributed node-local burst buffers to the PFS

(i.e., to persist staged data), when their capacity is exhausted during high I/O peaks. This work exposes

proactive draining, where data when available at the burst buffer is divided into small blocks and write
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requests to the PFS are dispersed evenly across the entire computation and I/O period of the application.

2.2.3.2 File System Optimizations

Some relevant works focus on optimizing existing file system solutions or on providing new paradigms to

rethink file systems for the exascale era.

FS-Cache [34] is a kernel facility for Linux by which data retrieved from over the network (e.g., from a

PFS) can be persistently cached locally, trading disk space to gain performance improvements. This system

can handle partially cached files that do not fit in the local predefined cache. FS-Cache is applicable to

single-node scenarios and needs a cache backend to properly function. A cache backend is a storage driver

that needs to be mounted and configured to provide caching services.

LPCC [71] integrates with the Lustre’s Hierarchical Storage Management (HSM) solution and the Lus-

tre’s layout lock mechanisms to couple nodes’ local SSDs with the PFS and its global namespace. LPCC

provides a persistent caching system, by using the HSM mechanisms for data synchronization and can

provide either a read-write cache for single clients or a read-only cache for multiple clients, using the local

SSD. This system also provides a prefetching mechanism that follows rules or hints configured by the

user. LPCC can be configured to have different caching eviction policies to apply in the presence of cache

saturation, such as LRU or even a no-eviction policy. LPCC is specifically designed to work with the Lustre

PFS, however other PFS systems have HSM mechanisms implemented, so this system can be generalized

to other systems, but the specific implementation details have to be adapted.

Differently from the previous file system optimizations, DeltaFS’s [101] states that today’s PFSs con-

tinue to feature outdated semantics, such as having their persistent state globally synchronized at all times.

Thus, DeltaFS provides a relaxation of the file system’s namespace synchronization and serialization. It

does this with the help of per job metadata log records, used for an application to register the namespace

changes that result from its execution. These metadata logs do not need to be constantly merged back

into a single consistent global namespace, instead, a job can selectively merge metadata logs produced by

previous jobs to form new file system’s namespace views (i.e., a namespace snapshot) for sequential data

sharing. DeltaFS also allows jobs to self-manage their synchronization scopes to improve performance.and

removes the necessity of having to dedicate a single metadata service to meet the needs of all applications.

Moreover, this system requires an underlying object storage service to store file system’s metadata and

file data. In addition, a registry daemons that runs on dedicated server nodes for inter-job communication

(i.e., sharing snapshots) is also needed. DeltaFS can provide, upon specific configuration, the same se-

mantics as local burst buffers to provide ephemeral namespaces or persistent ones. Furthermore, each

job can start its own DeltaFS metadata server processes on its own compute nodes to perform namespace

merges and then to serve the reads, making use of local resources.
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2.2.3.3 Deep Learning Focused Caching

There are many systems that follow some burst buffers principles, such as, offloading I/O from the PFS

to improve applications performance, but focus specifically on DL applications running on HPC infrastruc-

tures.

Fanstore [100] aggregates the local storage of several compute nodes to enable data sharing in dis-

tributed training environments by providing remote file access with MPI and metadata broadcast across

the participating nodes to maintain a global namespace. Fanstore can be used transparently by DL users

and in a transient manner, but it requires the full dataset to fit in the node’s aggregate distributed stor-

age, hence it imposes distribution on the training process. Furthermore this system requires an extra data

preparation step before training, where a user must provide a list of all files that will be involved in the

training process to a preparation program.

Diesel [91] resorts to local storage mediums and an external distributed key-value store service to

cache data and metadata information. This system allows users to convert and aggregate small files and

their metadata into larger chunks of data. It also uses a chunk-wise shuffle to improve the performance of

reading small files. This operation works similarly to the TensorFlow loading and shuffling mechanism for

TFRecords (Section 2.1.8) and has the same issues.

CoorDL [59] provides insights on storage I/O data stalls and mitigates them by providing a specialized

in-memory caching replacement policy. The solution is targeted for the DL access pattern. In CoorDL, with

a single node training scenario, data samples, once cached are never evicted again, and once the cache

fills the DL framework requests are directed to the default storage backend. This policy avoids thrashing,

since it is not important which data is cached, since all data samples present the same probability of

being accessed across all DL training epochs. CoorDL also provides optimizations for distributed training.

One of them being partitioned caching, that allows remote file access between nodes over Transmission

Control Protocol (TCP). In addition it also provides coordinated prep that accomplishes the re-utilization of

already processed batches of samples to be staged and then shared among synchronized DL jobs that are

accessing the same dataset to perform hyperparameter search (Section 2.1.4). It is worth mentioning that

this system needs to be integrated with a DL framework, by being a direct replacement for the framework

data loading mechanisms.

Serizawa and Tatebe [78] focused on data staging utilizing the compute nodes’ local storage (e.g.,

SSDs) with the intent of optimizing DL training performance. Their approach establishes the principal goal

of concealing the copy of the dataset to the local storage with a pipelined solution. The first step of the

designed pipeline is to generate a list of indexes that define the data samples that will be present in each

mini-batch (Section 2.1.2). The second step is to share that list with parallel worker processes, so that they

can prefetch each mini-batch (e.g., from the PFS) and stage them at the node’s local storage. The final

step is to read the staged samples to form the corresponding mini-batch.
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The previous proposal follows the design of a specific data loading class in the Chainer DL frame-

work [87] and its logic is completely merged and integrated in it, which leads to a platform specific solution.

This work fails to properly utilize the local resources of compute nodes, not addressing the fact that the

dataset may not fit entirely on local storage.

AIStore [6] supports data processing pipelines that can execute on storage nodes and/or compute

nodes, inserting tensors directly into the GPU memory, through RDMA. AIStore provides a scalable names-

pace over a arbitrary number of disks, having the data flowing directly between compute clients and clus-

tered storage targets, providing a Representational State Transfer (REST) interface for clients. It uses Hy-

pertext Transfer Protocol (HTTP) redirects to enhance storage access control. Parallel dataset re-sharding

is additionally used in order to improve I/O performance, by aggregating small files into bigger shards, im-

proving performance with larger reads. The AIStore solution was only analysed in PyTorch by implementing

WebDataset, extending PyTorch’s Dataset class.

Finally, Deep Learning File System (DLFS) [103] builds on the idea of storage disaggregation to support

DNNs, by allocating a collection of local and/or remote storage devices to serve as staging areas and

improve the performance of DL jobs. By using Storage Performance Development Kit (SPDK)-based user-

level NVMe over Fabrics, DLFS can use RDMA in the SPDK protocol to allow data on an NVMe SSD device

to be accessible to all participating remote clients, which is ideal for distributed training. This systems

performs a initialization step to build the connection between the allocated NVMes devices, stage the DL

training dataset and build an in-memory sample directory to maintain a global namespace to track the

location of data.

DLFS allows opportunistic batching which comes in two forms of optimizations. The first is frontend

sample-level batching that translates to the sample-level prefetching, which is only possible by having

a predetermined global list with the data samples’ access order. The sample directory, through index

management at the sample level will allow DLFS, similarly to the RecordIO method (Section 2.1.7), to

have random access to any sample in a RecordIO or TFRecord file, which allows full randomization when

using optimized data formats. The second optimization is to perform bakend chunk-level batching, that

aggregates small data samples into chunks in the initialization process enabling larger reads, however

it adds the necessity of a shuffle buffer (Section 2.1.7). This system, however, requires some degree of

user interaction by enforcing the application to use a front-end API to mount the system and utilize its

capabilities.

2.2.3.4 Data Substitution

Other solutions, besides providing I/O buffering capabilities, explore DL semantics to employ data sub-

stitution techniques where training samples being served to DL frameworks are replaced by others (e.g.,

cached samples) that are faster to access.
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Data echoing [16] is a simple optimization in the form of a stage for TensorFlow’s tf.data API (Sec-

tion 2.1.9). It tries to reduce the total computation used by earlier training pipeline stages, such as disk

I/O and data preprocessing. Therefore, data echoing is designed to increase training performance in DL

training phases where the computation time in the accelerator represents a narrow portion of the wall

time, leading to idle time in those devices (Section 2.1.6). It does so by reusing intermediate outputs from

earlier pipeline stages up to a predefined number of times, for example using repeated data that is already

provided and transforming it differently with data augmentation.

For this technique to be used the practitioner must identify the major I/O bottlenecks of the pipeline and

insert the additional echoing stage after that bottleneck. Although data echoing shows interesting results

it reduces the number of new unseen data samples required for training. More prominently, if the echoing

step is introduced at lower levels of the input pipeline, it exhibits slightly worse performance when using the

ImageNet dataset to train the ResNet-50 model. Therefore, this setup required more fresh samples (i.e.,

that were not reused through caching) than what would be expected, leading to a more extensive training

time to reach the target accuracy. The data echoing solution can be abruptly reflected as a caching system

that supplies repeated data when a cache miss would take place. The amount of repeated data must be

defined in the pipeline stage. Contrary to other less intrusive solutions, like storage systems that also offer

data samples caching, this solution can store intermediate pipeline results, instead of just raw data.

Ohtsuji et al. [64] proposes a preliminary work that aims at monitoring the I/O requests of DL jobs and

skips the requests that are bound to be delayed, giving alternative training data to the training process, in

order to avoid the eventual tail latency of the underlying storage system.

DeepIO [102] is an in-memory storage system designed for large-scale DL training on HPC systems

and specifically designed for the TensorFlow framework. It stores data samples using in-memory buffers

to facilitate the generation of randomized mini-batches to be ingested by the training loop. DeepIO is a

solution focused on solving the massive number of small random reads directed to the backend storage.

When the DL model requires a specific sample order and the dataset exceeds the buffer capacity, DeepIO

implements Entropy-aware Opportunistic Ordering (EOO). With this method servers independently choose

which samples will make the next mini-batch, utilizing only the elements loaded in memory. This solution

uses input pipelining to overlap disk I/O, when the dataset does not fit completely in memory, reducing

the impact of the mini-batch construction for that case.

Quiver [46] is a distributed cache for DL jobs input samples. This storage management solution has the

key objective of improving cache efficiency, sharing data across multiple jobs, or even multiple users and

can dynamically prioritize cache allocation to jobs that benefit the most from caching, such as compute-

bound models. Quiver also places a significant emphasis to security in data sharing, without data leakage

and using secure content-based indexing of the cache. Quiver is not solely built for HPC infrastructures,

but designed for a shared GPU cluster allocated in the cloud. However, it stands out by also using data

sample substitution to avoid cache thrashing. It achieves this by replacing data samples that resulted in
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cache misses with cached data that was not yet utilized in the ongoing epoch, consequently changing

inputs order. For its caching strategy to work properly, Quiver must evict samples that were already used

by all participants in each training epoch. Replacing cached samples enforces the need of having to fully

read the dataset in each epoch from the source where the dataset is originally stored, which does not

reduce I/O pressure at storage systems, like the supercomputer’s PFS.

Even though it contributes to a clear boost in performance, systems with data substitution have to be

handled carefully. Altering the order of the inputs provided to the framework can lead to a worse conver-

gence of the model (Section 2.1.2). Choi et al. [16] clearly evidences that fresh data (i.e, data that was

not used in the current epoch) is inevitably required and more of it leads to a higher evaluation metric

(Section 2.1.4). Zhu et al. [102] (i.e, DeepIO) goes to show that their pipeline does not affect the delivered

accuracy, however it implies that depending on themini-batch size it might need some careful engineering

work on the training parameters in order to maintain high levels of accuracy. As well as DeepIO, Quiver

proves, using specific use cases, that their substitution technique does not affect the accuracy of the

model, however these solutions are dependent on the buffer size to store enough amounts of data that

enables the randomization process to still be adequate. When dealing with memory restricted environment

this systems can cause harm to the model’s final evaluation metric.

DL training metadata is usually fetched in separate from the actual data, unless an optimized data

format is being used (Section 2.1.8). This metadata is extremely important for DL training. Taking the

example of an image classification problem, the metadata provided to the DL framework is what enables

the correct training of the DNN, by providing the classes of each image. Data substitution techniques can

lead to more intrusive solutions, since this metadata needs to be joint with the corresponding data. By

substituting data samples these systems also need to provide the correct metadata to the framework, thus

an intrusive interface or client is needed to replace the DL framework’s built-in data loading mechanism.

Finally, Yang et al. [94] provides caching capabilities in the form of distributed caching. In this solution,

a so-called Locality-aware Data Loading (LDL) algorithm is enforced for distributed training, where learners

can assemble a mini-batch from their locally cached data. This can also be seen as data substitution

technique, but of a very different kind from the previous systems. In its algorithm, all samples specified

for a given global mini-batch will still be used for each training step. However, the participating nodes,

instead of reading samples in the predefined local mini-batch block order (i.e., order of the index list, see

Section 2.1.2), will read the samples that are found in their local cache. The samples that are read must

still belong to the global mini-batch, hence the difference from the previous systems. Nevertheless, this

leads to an imbalanced distribution of samples in each node as a result of the global mini-batch being

randomly sampled. To counter this a load balancing phase is needed. In it, the participating nodes need

to agree on how to load samples locally, so that they collectively assemble the global mini-batch. Learners

can subsequently achieve load-balancing by delivering samples either from the storage system, if they are

not in the cache, or by exchanging samples with other nodes.
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This work, elaborates on a proof of equivalence on the results of using this technique, showing that

the ordering of the samples within the global batch does not affect the training results after global synchro-

nization [10]. However, this system can affect the very common technique of batch normalization [37],

when the latter is applied to the local parts of the batches (i.e., found in each participating node).

2.2.3.5 Storage Tiering

Finally, there is a range of systems that, although they can provide caching of some sort, are characterized

especially by their ability to utilize multiple storage tiers (e.g., compute node’s local disk and memory, PFS)

in an efficient manner.

NoPFS [24] uses a performance model to proactively fetch training samples, to different storage tiers

(e.g., RAM and node-local SSD) and distributed memory (i.e., remote access to other nodes memory),

before these are requested by the DL framework. NoPFS relies on a in-memory staging buffer to store

samples that will be first consumed by the DL training phase. After being used, training samples are

evicted to serve space for the next samples that are being prefetched. There is no eviction for the remaining

storage tiers.

The NoPFS system is fully integrated with PyTorch and uses the fundamental idea that, by knowing the

seed for the pseudorandom number generator that determines the samples access order, it is possible to

know the sequence of samples that will be read by each worker process (i.e., similar to [55] and [78]). With

this, it is possible to make a probabilistic analysis of the predefined access pattern and show that there

is almost always an imbalance in the frequency a worker node accesses a particular sample. Knowing

which samples are more frequently accessed by each node will allow this system’s performance model to

cache more frequently read samples at faster local storage tiers to decrease DL training times. However,

NoPFS is intrusive to both developers and users, as it requires changing the original source code of DL

frameworks and the way training scripts are specified.

Hermes [44] provides a storage tiering solution for partially or totally buffering I/O from scientific

workloads at intermediary local storage mediums and across remote nodes (e.g., using RDMA). This

systems offers both an intrusive mode, with an API that users can interact with, and a transparent mode

to transparently intercept POSIX system calls. Hermes can be used in a persistent buffering mode where

data that is buffered by this system is also persisted to the PFS. This mode is used mainly for write-oriented

workloads that need persistence. Hermes can also be configured with the non-persistent buffering mode,

which is a mode designed for fast temporary I/O, used mainly for storing intermediate results and to

do in-situ data analysis and visualization. In addition, Hermes provides a wide variety of data placement

policies. For example, the maximum application bandwidth policy starts to place data in the first layer

(e.g., RAM) and when that layer is full, it goes to the next one, and so one. The latter policy moves data

down when the maximum amount of storage space is needed (i.e., where data moves from RAM to SSD).

This data movement can, however, become an eviction policy, when there is no space left in the lower
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storage tiers. Another example of a data placement policy is hot-data, where buffering is provided for data

that is frequently accessed. Moreover, Hermes allows a user to provide custom data placement policies.

Besides offering I/O buffering features, Hermes has the ability to change the buffering schema (i.e., the

order to where data is placed) dynamically by monitoring the system status such as capacity of buffers

and messaging traffic.

Similar to burst buffers, Hermes is designed for general purposed scientific workloads not having any

default data placement policy designed for the I/O patterns of DL jobs (e.g., full dataset is read for each

training epoch, random I/O accesses, possible use of optimized file formats). For this reason, Hermes

is complex to configure and demands that users know exactly what their workloads involve, which is not

trivial.

Data Elevator [23] proposes to transparently and efficiently move data between storage layers in HPC

systems with hierarchical storage available. The Data Elevator system, instead of having the user involved in

data movement, intercepts and stages applications’ write requests on a fast persistent storage layer, such

as a layer of SSD-based burst buffers, for faster I/O. When the data placement is complete, applications

can continue the normal course of computation, while Data Elevator asynchronously transfer that data

to the PFS. Data Elevator evidences that burst buffers are bound by a fixed number of server nodes to

perform data movement (e.g., persist buffered I/O to the PFS), which will impose a physical bound on

the I/O parallelism. Therefore, to reduce resource contention on the burst buffer layer, Data Elevator is

instantiated either on the compute node were the application is executed or on a separate node. The

asynchronous data transfer is done by reading the content written to the burst buffer layer to the compute

node’s memory, which, in turn, is transferred to the PFS. This work shows that reading data from the burst

buffer layer to the compute node’s memory is faster than writing data from the burst buffer layer to the

PFS. Thus, the Data Elevator mechanism results in the reduction of contention at the burst buffer layer.

Evidently, Data Elevator optimizations are solely focused on write-intensive workloads. Therefore, it is not

useful for DL workloads.

2.3 Summary

Deep Learning (DL) frameworks support and hide most of the complex algorithms to build outstanding DL

models, supporting both computing and data loading mechanisms. The execution time of the DL training

phase will be dependent on the performance and behavior of those same mechanisms. DL training is

associated with long training times, due to computational, network and storage needs. These needs lead

DL users to use HPC infrastructures.

However, recent studies show that storage I/O cannot be dismissed as a bottleneck [15, 17, 31, 59, 63,

69, 92], increasing the I/O-bound aspect of DL models. HPC infrastructures users can suffer greatly from

this problem, since it can lead to performance losses, but most importantly they can tarnish the overall
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performance of the PFS. This stems from the unpreparedness of shared Parallel File Systems (PFSs) to

support the random access pattern of DL applications, as well as the large amounts of data needed for

the training phase, which are very often found in the state of small files. Furthermore, the datasets used in

DL training become problematic, in terms of I/O performance, for transparent caching mechanisms used

in compute nodes, such as the Page Cache, when a random storage access pattern is present. Therefore,

DL jobs can suffer performance losses and their workloads can further increase performance variability

of concurrent jobs [53, 54, 96] due to the additional strain caused by the immense data and metadata

accesses that are directed towards the PFS. Nevertheless, since the PFS is a standard choice for storage

access during DL training, the local nodes’ resources, that could increase applications I/O throughput [15,

31], specially in single node scenarios, are left unused.

Due to the storage I/O bottleneck of the DL training phase, storage systems are used to optimize the

access to data samples [18, 30, 72, 86]. Some of these systems aggregate small files into larger ones to

reduce the number of metadata operations and perform sequential reads (i.e., TFRecords). DL frameworks

also acknowledge the storage I/O bottleneck and allow programmers to build optimized input pipelines in

conjunction with optimized storage solutions, however the I/O bottleneck still remains.

Therefore, multiple DL targeted optimizations address the DL storage I/O bottleneck by optimizing the

data loading pipeline [48, 55, 61], including data preprocessing and prefetching capabilities, as well as data

transfers to GPU. Researchers also took notice that there is room for further parallel optimizations in regards

to the already existing storage access utilities of certain frameworks [47, 69]. While this dissertation design

leverages ideas from these works (e.g., prefetching, applicability to different frameworks), it is focused on

using the available storage resources at the supercomputer to accelerate DL training performance and

reduce the I/O pressure on the shared PFS. Therefore, these are orthogonal to this work and can even be

used in conjunction with it.

Likewise, I/O buffering solutions resort to local resources, such as SSD devices, as a mean to in-

crease DL jobs performance. System designs that offload pressure from the HPC infrastructure’s PFS

such as remote burst buffers [26, 35, 49] or local burst buffers [83, 90, 93], are mainly targeting general

write-oriented scientific workloads. In addition, file system optimizations exist [34, 71, 101], but these are

targeted at generic workloads. Further, they need complex configuration steps, in order to be correctly

deployed, and even require the use of a specific PFS [71].

Other works developed caching mechanisms specifically focused for DL [6, 59, 78, 91, 100, 103].

Nevertheless, the majority of these systems are designed for specific DL frameworks and are intrusive,

requiring DL developers to make changes to their DL traning scripts [6, 59, 78, 103]. Coupled with this,

not all solutions allow the partial buffering of a DL training dataset [78, 100]. Furthermore and although

they are transparent, some designs require the allocation of additional resources and the orchestration

of complex data and metadata staging areas [91, 100]. On the contrary, this dissertation focuses on a

solution that is designed for single-node training and provides a self-contained middleware that avoids this,
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while not assuming that the dataset fits entirely on faster storage tiers.

Also targeting DL workloads, besides offering I/O buffering, some system employ data substitution

techniques [16, 46, 64, 94, 102], but these can effectively impact the accuracy of a model and need

to be carefully handled. Furthermore they are intrusive to the DL framework. Most of these solutions are

useful for scenarios where several jobs are training models from the same dataset (i.e., shared dataset).

Differently, this work optimizations are designed for single-node training scenarios where, to improve the

model’s evaluation metric, each file of the dataset must be read once per epoch.

Finally, storage systems that leverage different storage tiers must be taken into consideration, but they

can also be intrusive and do not provide modular optimizations [24]. This dissertation targets storage tier-

ing, but it outsources the proactive data fetching to built-in mechanisms already present in DL frameworks,

or provided by external solutions such as DALI. Other systems are designed for general purpose jobs [23,

44], being specially optimized for write-intensive workloads. This dissertation proposes a solution that is

targeted towards read-oriented DL training workloads that change the way data samples must be placed

across storage tiers.

With the existing related work in mind, it is crucial to build a framework-agnostic storage middleware

that can be integrated with different DL frameworks without the need to change the code of the DL training

scripts. This middleware must be focused on DL workloads, but without changing the outcome of the

evaluation metric for any given model. It must allow the efficient data placement of input samples on local

disks of compute nodes (e.g., SSD, NVMe) in a transparent manner to the user, while being decloupled

from other storage optimizations (e.g., parallel I/O, data preprocessing, sample-level prefetching) that are

already implemented in common DL frameworks and libraries.
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3
PRELIMINARY EXPERIMENTS

To provide accurate predictions, DL models must be trained with large and varied datasets. Moreover,

HPC users store these datasets at the infrastructure’s PFS. Therefore, storage tiering should be done

automatically and transparently for users, in order to leverage the performance benefits of supercomputers

local storage resources.

Many studies point to the possibility of using the node’s local storage resources as means to speed up

DL training. Subsequently, in this work, an experimental evaluation, comparing three different DL training

setups that are currently available to users, was conducted.

• Lustre: dataset samples are served from the PFS

• Local: dataset samples are served from the compute node’s local storage

• Cache: dataset samples are served initially from the PFS (i.e., during the first training epoch), but

are then transparently cached and fully served from the local disk, for the remaining epochs

These setups were specifically chosen to understand and demonstrate the performance impact of

running DL jobs under different storage mediums, considering the two extremes scenarios Lustre and

Local, and also the Cache intermediate scenario, made possible by a caching mechanism. Furthermore,

the following experiment will confirm the properties of the chosen DL models in a given HPC infrastructure,

making it known if a model is I/O-bound or compute-bound. It will also serve as a baseline for further

comparisons with the solution proposed by this dissertation.
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3.1 Experimental Setup

Testbed. Experiments were conducted on a compute node of the Frontera supercomputer [80]. This

infrastructure has 448, 448 processing cores and is capable of 39 PFLOPS, being one of the most powerful
supercomputers in the world. Table 1 shows the software and hardware for the experiments.

Table 1: Specifications of the experimental environment.

Item Description

CPU 2x 16-core Intel Xeon E5-2620 v4 (“Broadwell”) Processor
GPU 4x Nvidia Quadro RTX 5000 16GB GDDR6
RAM 128 GiB DDR4
Local storage 119 GiB partition on a 240 GiB SSD
PFS Lustre
Operating System (OS) CentOS 7.8
Kernel version 3.10
File system XFS
TensorFlow version 2.3.2
CUDA version 10.1
Cudnn version 7.6.5
NCCL version 2.5.6
Python version 3.7.0
GCC version 8.3.0

The compute node memory was limited to 68 GiB to simulate an environment where the entire training

dataset would not fit in memory, thus not being fully implicitly cached by the Page Cache.

Models. To ensure a comprehensive evaluation, in terms of workload heterogeneity, experiments in-

cluded three different models, namely ResNet-50, AlexNet and LeNet. These models are based on Conco-

lutional Neural Networks (CNN) architectures [8], and designed to solve image classification problems (i.e.,

supervised learning). ResNet-50 is the most complex model of the three and is also the one with the most

number of layers, requiring a high degree of computational power, as such it is expected to be a compute-

bound model. AlexNet has less layers, but more parameters than the ResNet-50. However, AlexNet should

represent a slightly less complex model, in comparison to the ResNet-50. Hence, the I/O bottleneck should

start to manifest in this model. LeNet is I/O-bound and is the most simple of all three models. Therefore,

it is expected that this experiment will have one compute-bound model, and two I/O-bound models.

Dataset. To train the models, a truncated version of the ImageNet-1k dataset [74] was used, that

includes 900, 000 images (100 GiB), enabling the dataset to fit entirely on the local storage device. To

speedup the training performance, the dataset was converted into the TFRecord optimized data format,
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resulting in 1024 TFRecords. The size of each TFRecord varies, since both size per image and image

quantity per record is not constant, however it ranges in average between 90 MiB and 110 MiB.

DL framework. Due to its popularity, the TensorFlow framework was chosen. The model’s training

input pipeline received a different order of access to the TFRecords (i.e., shuffled file names) for each

epoch. Further, the shuffle stage (see Section 2.1.9) was also used. These two optimizations are meant

to deliver an increased level of randomization for the training process.. Moreover, the constructed model’s

training input pipeline was also capable of I/O optimizations by using the interleave stage, that lead to

the parallel loading of files to a buffer, and the map stage, which enabled the parallel preprocessing of

individual records. For the Cache setup, the TensorFlow’s caching mechanism is enabled with the cache

stage. The constructed TensorFlow’s input pipeline also used the tf.data.experimental.AUTOTUNE on the

map and interleave stages, hence the framework defined and optimized the level of parallelism necessary

(Section 2.1.9)

Methodology. The elapsed training time and average resource usage (i.e., average CPU, GPU, mem-

ory) were measured for all of the conducted experiments. The training scripts were configured to run for 3

training epochs with a 256 batch size [55], and simultaneously use all 4 GPUs available in the compute

node, through the tf.distribute.MirroredStrategy [58]. The latter functionality divides the batch size across

the available GPUs, leaving 64 batched samples for each, in this dissertation’s experiments. The results of

each experiment concern the average and standard deviation of 7 complete runs. Further, the results dis-

played in this chapter were derived from the DL framework output (i.e., training time per epoch), dstat [25]

(i.e., CPU utilization) and nvidia-smi [62] (i.e., GPU utilization)

3.2 Results

To evaluate the different setups performance, under the previously defined DL models and dataset, it is

necessary to examine the training time, and both GPU and CPU utilizations.

Training Time. Figure 13 depicts the overall training time, segmented by epochs, under Lustre, Local,

and Cache setups for the LeNet, AlexNet, and ResNet-50 models. When compared to Lustre, the Local

setup reduces the overall training time for the LeNet and AlexNet models. Under LeNet, the total execution

time (i.e., summing the 3 epochs times) decreases from 18.9 to 9.8 minutes (48%), while for AlexNet it

decreases from 18.8 to 15.1 minutes (20%). For both models, the decrease in training time is noticeable

across all epochs.

With the Cache setup, data samples are cached at the compute node’s local SSD (i.e., copied from

the PFS to the local file system) during the first training epoch. Subsequent epochs fetch data from the

37



CHAPTER 3. PRELIMINARY EXPERIMENTS

0
5

10
15
20
25

Lustre

Local

CacheT
ra

in
in

g
 t
im

e
 (

m
in

) LeNet AlexNet ResNet50

0
5

10
15
20
25

Lustre

Local

Cache

0
18
36
54
72
90

Lustre

Local

Cache

Figure 13: Average training time for the Lustre, Local, and Cache setups under LeNet, AlexNet, and
ResNet-50 training models. Each column is stacked with the elapsed training time of each training epoch,
namely first ( ), second ( ), and third ( ).

local medium, thus reducing the total training time of the LeNet model to 14.4 minutes (24%), and of

the AlexNet model to 16.6 minutes (12%), when compared to Lustre. The increase in total time, when

compared with the Local setup is explained by the first epoch of the Cache setup, in which there is a slight

loss of training performance. In comparison with Lustre, the LeNet and AlexNet first epochs show identical

results, increasing their times from 6.6 to 7.3 minutes (11%), when using Cache. This is explained by the

data copying phase of this setup, that must be done between Lustre and the local file system. For the

remainder training epochs (i.e., epochs one and two), the training time is very similar to the one achieved

by the Local setup. For RestNet-50, all setups perform relatively similar, ranging from 64 and 67 minutes of

total execution time, hence there are no clear gains, when using local storage mediums, since this model

imposes less I/O demand [55].

Interestingly, the Lustre setup exhibits the highest training time variability across identical runs of each

experiment, which can be observed from the runs’ standard deviation. The Lustre setup experienced a total

of 4 and 3.3 minutes of standard deviation for LeNet and AlexNet, respectively. In contrast and for example,

the Local setup obtained a total of 1.2 and 2.4 minutes of standard deviation, for the same models,

respectively, thus resulting in a 70% and 27% decreases. This is visible for the LeNet and AlexNet models

and is due to the fact that the PFS is shared with other jobs executing concurrently at the supercomputer,

which can lead to performance unpredictability.

Resource Usage. For I/O-bound models, CPU and GPU usage are related with the throughput at which

data samples are fetched from the corresponding storage backends and forwarded to the DL model. If data

is ingested at a higher rate, the CPU and GPU will be more occupied in the global time frame, avoiding idle

time. It is also important to state that the GPU utilization is proporcional to the model complexity, hence

the higher the computational side of a model the longer computations will occur in this device. Thus being

said, for both LeNet and AlexNet, CPU usage increases from 30% (Lustre) to 35% (Cache). The Local setup

has the highest CPU usage, namely 57% for LeNet and 43% for AlexNet.
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Figure 14: CPU utilization of each model in the different setups.

Similarly, LeNet GPU usage increases from 22% (Lustre) to 28% (Cache) and to 39% (Local). GPU

usage for AlexNet increases from from 58% (Lustre) to 63% (Cache) and to 72% (Local).
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Figure 15: GPU utilization of each model in the different setups.

As expected, the compute-bound ResNet-50 model exhibits the same CPU (10%) and GPU (90%) uti-

lization for all the three setups, having the highest GPU utilization, not necessarily as a result of a high

ingestion rate, but due to the complexity of the model and the high number of computations per batch.

The low CPU usage is explained by the low ingestion and preprocessing rate, that makes the CPU being

idle for more periods of the training process. Further, TensorFlow’s memory usage is approximately 10

GiB for all models and setups.

3.3 Summary

From this preliminary evaluation, it is confirmed that LeNet and AlexNet remain I/O-bound models for this

experimental setup. When the two models are compared, they show very similar results under the Lustre

setup, however, AlexNet shows less performance improvements in the presence of cached samples, thus

it is less I/O dependent and, in fact, more computationally complex than LeNet. In this case, the I/O

bottleneck was hiding the complexity of the models, making them perform identically. Moreover, ResNet-

50 consistently showed similar results across all setups, hence it’s certain that, for the majority of runs,

the model will not suffer from the I/O bottleneck, for it is not sufficiently degrading in face of the high

amount of computations that must be made in each training step.
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To conclude, experiments show that serving the training dataset from local storage backends, which are

closer to the computation (i.e., Local and Cache), can i) significantly improve the DL training performance of

I/O-bound models; ii) improve the usage of the compute node’s CPU and GPU resources; and iii) decrease

training performance variability. However, the Local setup requires manual intervention from users. The

Cache setup provides transparency, but is limited to scenarios where the full training dataset can fit into

the available local storage resources. These limitations are addressed by Monarch, a storage middleware

that was developed within the ambit of this dissertation and that will be detailed in the next chapter.
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4
MONARCH

Monarch is a framework-agnostic storage tiering middleware that leverages multiple storage backends at

HPC infrastructures. Its design is built under the following core principles:

Decoupling. Reading datasets from local storage mediums instead of the PFS proved to be effective to

accelerate training times of I/O-boundmodels [15, 31, 78, 100, 103]. Chapter 3 showed this for TensorFlow

with prefetching and parallel I/O enabled. Other DL frameworks with similar access patterns and I/O

optimizations should also benefit from storage tiering. Thus, to ensure applicability across different DL

frameworks (e.g., TensorFlow, PyTorch) and cross-compatibility with existing I/O optimizations (e.g., data

preprocessing, prefetching, and parallelism) and storage backends (e.g., local and remote file systems),

Monarch is decoupled from the internal DL framework logic, being implemented as an independent storage

middleware.

Transparency. Monarch does not change how users traditionally build training scripts and use DL

frameworks. It can be integrated with existing DL frameworks without requiring any source code changes.

This leads to a portable solution that is easy to use at HPC centers.

Large datasetsWhen datasets do not fit completely at local storage mediums, Monarch automatically

chooses the data samples to keep at each storage tier. Monarch, provides the tools to define a tiering

hierarchy, arranging available storage mediums, not requiring further allocation of resource than those

that are available at the compute node.

Optimized for DL workloads. Monarch is designed to handle I/O patterns specific to DL training.

This dissertation proposes an optimized data placement strategy for workloads that: i) read the full dataset
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for each training epoch; ii) may read data samples in random order; and, iii) may issue several small-

sized I/O requests to read the content of a given training file (i.e., when using large file formats such as

TFRecords).

Training performance and PFS I/O pressure. Monarch aims at accelerating the DL training

phase, while reducing the I/O operations submitted to the shared PFS. The former is important to improve

the QoS of DL jobs, while the latter is key to improve the QoS of all users resorting to the PFS, as it can

be accessed simultaneously by hundreds to thousands of different jobs. Thus, Monarch is designed to

balance performance gains with the I/O pressure directed at the PFS.

4.1 Architecture

As depicted in Figure 17, Monarch sits between the DL framework and a hierarchy of storage backends,

and follows a POSIX-compliant interface to store and fetch data from both local file systems (mounted on

the compute node’s local storage) and the PFS (e.g., Lustre).

Monarch intercepts file read operations submitted by the DL framework and transparently serves the

requested content from the most appropriate storage tier. This solution aims at caching as many training

data samples as possible (originally stored at the shared PFS) at the compute node’s local device. Monarch

is organized in three main components, namely the storage hierarchy, placement handler, and metadata

container.

4.1.1 Storage hierarchy

The storage hierarchy organizes and manages the storage tiers (or levels) that will be used to read and

cache data samples for DL training. Tiers are organized hierarchically, and their order can be configured

by users and system administrators. For instance, tiers can be organized in a descending order in terms

of performance. An example would be to look at the setup found in Chapter 3, where the local file system

could stand as level 1 and the PFS at level 2. These, however, could be organized with other criteria, such

as storage quota or energy consumption.

Each tier is represented by a storage driver, which abstracts the I/O logic performed under a given

storage backend. This driver contains a set of properties that allow governing the current state of that

backend, including storage path (i.e., file system directory where the training dataset will reside) and

available storage quota. This abstraction enables supporting different storage tiers, promoting modularity

and extensibility.

The last level (e.g., PFS) holds the full dataset and acts as a read-only data source. Other levels

are initialized at the beginning of the training phase without any data samples, being then populated in
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background by Monarch.

4.1.2 Placement handler

The placement handler is responsible for selecting and fetching dataset files to the correct storage tier

and has the following key features:

Placement policy. The selection of the tier where a given file should be placed is addressed with

the following policy. Given a storage hierarchy of size 𝑁 , the placement starts in descending order, writing

dataset files to the first level (i.e., level 1), until reaching its full capacity, moving then to the remainder

levels, until all levels are filled ([1, 𝑁 − 1]), leaving the last level untouched (i.e., read-only).
In most DL jobs all dataset files are read at each training epoch, and each file will be read exactly once

per epoch. Therefore, Monarch placement policy does not perform any file eviction at upper tiers when

their storage quota is reached. This decision allows reducing the number of I/O operations being served

by the PFS tier. Since the dataset access may follow a random distribution (i.e., to prevent overfitting [24]),

continuously promoting and evicting files (e.g., LRU and Least Frequently Used (LFU)) between storage

tiers would increase resource usage and the I/O pressure at the PFS, and would not bring performance

improvements to the DL training. Figure 16 is an extension of Figure 8 and shows the benefits of using no

eviction under a random access pattern (Section 2.1.7), in detriment to the LRU cache policy. In Figure 16,

the cache with LRU obtains 25% and 0% of cache hit ratio for the first and second epochs of this example,

respectively. However, these values are dependent on the actual access pattern. If in the first epoch after

requesting B the application, instead of requesting C, requested D, the value for the cache hit ratio of

the first epoch would be 50%. On the contrary, since samples are not replaced it is guaranteed that the

maximum percentage of cache hits, allowed by the cache quota under the DL access pattern in a no-

eviction policy, is obtained across all epochs. More specifically, in this illustration, for each epoch and

when using a cache with no eviction there is a 50% cache hit ratio.

Data fetching and caching. For each intercepted operation, Monarch validates if it is destined to

a file cached at the upper levels of the storage hierarchy. For non-cached files, the file’s content is read

from the PFS tier, and it is forwarded immediately to the DL framework. In background, the content of the

file is then written (copied) to the appropriate upper tier by following the aforementioned placement policy.

This asynchronous approach avoids adding extra latency to the critical I/O path and allows DL training

to start immediately and run simultaneously with our placement algorithm. Further, Monarch resorts to a

dedicated thread pool for this background processing, enabling DL frameworks’ I/O requests to be served

in parallel.

When the requested file is already cached at a faster storage tier, Monarch ensures that the requested
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Figure 16: Monarch’s cache eviction policy compared with LRU.

content is transparently served to the DL framework from such tier. No additional data placement process-

ing occurs for this case.

Prefetching for Large Files (PLF). When using large file formats (e.g., TFRecords), the DL frame-

work may submit read operations for obtaining a small portion (i.e., a subset of data samples) of the file’s

content. In this scenario, Monarch replies to the DL framework with the requested content, but in back-

ground, it prefetches the full file from the PFS to the desired storage level. Thus, when the file is available

at the upper storage tier, subsequent read operations to that file can be served from this tier instead.

When the DL framework is not dealing with large files, but rather small files that can be completely read

in one system call, this mechanism does not actuate and the data written to the local storage is the one

that was originally read. Note that since the file’s content is served to the DL framework in the same or-

der as requested, Monarch does not alter how data is provided to the training workload nor affects the

model’s evaluation metric. This aspect, along with the performance benefits of the previous optimizations,

are further validated and discussed in Chapter 5.

4.1.3 Metadata container

Even though the dataset is physically placed over different storage tiers, from the DL framework’s per-

spective (logical), it is stored in a single storage backend (e.g., PFS), preventing changes to the DL scripts

specified by users or to the framework’s codebase. However, to improve training performance and reduce

the PFS’s I/O pressure, Monarch aims to always serve requests from faster storage tiers. Therefore, the

metadata container is responsible for keeping the logical and physical locations of each dataset file. This

information needs to be updated when an existing file is cached at a given storage tier, other than the

PFS, and to be consulted when a file is being accessed by the DL framework. Since Monarch targets DL
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frameworks that are using POSIX-compliant backends, it requires two different metadata structures. The

first structure allows the mapping of logical file paths to physical ones, which is important to redirect sys-

tem calls, such as open and close. This is the FPath map that can be found in Figure 17. The second

structure allows the mapping of logical file descriptors to physical ones to redirect system calls, such as

pread and mmap. This structure corresponds to FD map in Figure 17.

4.2 Operation Flow

To understand the mechanisms of Monarch it is essential to describe its general operation flow, which will

be based on Figure 17.

DL framework
training file1

L2

L1

LN

L2

Storage driver
(e.g, local FS)


Storage
quota

Storage driver
(e.g, PFS)


Storage HierarchyMetadata Container
FD map
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logical path physical path
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Figure 17: Monarch’s architecture and flow of requests.

Initialization. Before execution, the system designer specifies the storage tiers that should be con-

sidered in a configuration file. For example, Monarch can be configured with two storage tiers — level 1
respects to the compute node’s local file system that is backed by a local SSD drive, while level 2 points to
the dataset location at the shared PFS (e.g., Lustre). When the training phase starts, a Monarch instance

is initialized, including all of its components. To initialize the metadata container, Monarch traverses the

directory where the dataset resides (level 2) and builds the necessary metadata information.
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I/O calls interception and handling. During the training phase, Monarch intercepts POSIX calls from

the DL framework, including open, pread, mmap, and close. Upon an open ( 1 ), Monarch verifies the

metadata container for the path where that file is stored. If the file is persisted at level 2, which is always
the case for files being accessed for the first time, then the request is forwarded to the corresponding

file path at the PFS. The resulting file descriptor (fd) is then stored at the metadata container ( I ) and

forwarded to the DL framework. If the file is cached at level 1, which can be consulted at the metadata

container through the requested file’s path, the request is sent to the file path at the local file system,

and the resulting fd is equally stored at the metadata container ( I ). Note that the fd returned to the DL

framework is always the logical (original) one associated with the PFS, which is available at the metadata

container. Again, this decision makes the process of data placement completely transparent to the DL

framework.

After opening a file, the DL framework will submit one or more requests (e.g., pread, mmap) to access

the content of that file ( 2 and 3 ). These are intercepted by Monarch and redirected to the corresponding

storage tier. Again, for these calls the mapping between logical and physical fds is available at themetadata

container. The content read by Monarch is then forwarded to the DL framework.

Upon a close ( 4 ), Monarch redirects it to the appropriate storage tier, and forwards the reply back

to the framework. Moreover, the metadata entry mapping that logical and physical fd is deleted at the

metadata container ( II ).

Background data fetching and placement. The data placement is triggered when the content of a

given file, which is not yet available at level 1, is requested (read) by the DL framework from level 2. If there
is enough free storage quota at level 1 ( III ), the requested file’s content is then written asynchronously

to that level by a background thread. When a small portion of a large file is being requested by the DL

framework, Monarch’s background thread will prefetch the full content of the file from level 2 to level 1 ( 5
and ( 6 )).

When the full content for the requested file is available at level 1, the metadata container is updated

regarding the new physical file path for that file ( IV ), while the storage quota for that tier is updated ( III ).

Moreover, if the file is currently being accessed by the DL framework (i.e., an open call was submitted and

the corresponding fd has not been closed yet), the file now persisted at level 1 is opened by Monarch,

and the logical fd to physical fd metadata mapping is updated accordingly. This enables subsequent read

operations from the DL framework to that file to be served by level 1 (such as 3 ), instead of level 2, thus
further reducing the number of I/O calls redirected to the PFS. As previously explained, this optimization is

applicable for scenarios where the DL framework submits multiple read requests to a large file for fetching

different data samples.
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4.3 Implementation

The Monarch prototype was implemented with 3K lines of C++14. Hence, some crucial implementation

details and decisions are further detailed next.

4.3.1 Configuration

Monarch can be easily configured with the help of a YAML file. Listing 1 shows how to configure a storage hi-

erarchy with different storage tiers, leaving out other configuration that are less relevant to this explanation,

since they are used for debugging, profiling and other experimental features that are under development

and are not covered by this dissertation. Thus being said to define a storage tier users must define up to

four fields:

• type. The kind of the storage backend for that storage tier. Currently, only one type is available,

which is the file_system type.

• block_size. This field defines the block size of the calls issued by Monarch to perform file-based

prefetching and can be omitted.

• max_storage_quota. Defines the maximum storage quota, in bytes, that can be used to cache

data in that tier. This field can be omitted for read-only tiers.

• mount_point. Defines the storage tier’s mount point directory.

1# ...

2# Additional configuration options...

3# ...

4shared_tpool_size: ”6”

5hierarchy:

6- type: ”file_system”

7block_size: ”max”

8max_storage_quota: ”118111600640”

9mount_point: ”/tmp/monarch_staging_area”

10- type: ”file_system”

11block_size: ”max”

12mount_point: ”scratch/user_id/dl_datasets/imagenet-1k”

13# ...

Listing 1: Setting up the storage tiers hierarchy with Monarch.

Additionally, the thread pool size can also be specified with the shared_tpool_size field. Currently

this configuration is passed to Monarch, by defining the environment variable MONARCH_CONFIGS_PATH
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with the full path to the configuration file. Note that for production this configuration should be defined by

the system administrator. A user would then only need to define the full path to its dataset (last storage

tier prefix), since this varies to all users.

4.3.2 Applicability Across DL Frameworks

Monarch uses the LD_PRELOAD technique to alter the linkage of libraries and the resolution of symbols

at runtime. This allows Monarch to transparently intercept POSIX calls made by the DL framework, which

are destined towards the logical path, and route them to the physical data path (i.e., appropriate storage

tier). Specifically, the open, pread, mmap, and close POSIX calls, as displayed Listing 2, supported by

libc, were replaced by the ones that are serviced by Monarch. Supporting this set of calls is sufficient to

attend the requirements of the experiments presented in (Chapter 5).

1int open (const char* path, int flags, ...);

2

3ssize_t pread (int fd, void *buf, size_t size, off_t offset);

4

5void *mmap (void *addr, size_t length, int prot, int flags, int fd, off_t offset);

6

7int close (int fd);

Listing 2: Examples of Monarch supported POSIX calls.

4.3.3 Threading and Background Processing

Monarch is designed to work in a single-process multithreaded environment. When a DL framework is-

sues parallel I/O requests, each calling thread will follow an execution path that leads to the execution of

Monarch logic, replacing the issued POSIX call. These threads will only have access, as shared state, to

the metadata container structures to perform Monarch’s logic, namely the logic that deals with I/O calls

interception and handling (Section 4.2).

Monarch utilizes a dedicated thread pool to perform parallel I/O in background, which is triggered

after a small read request to a large file is made. When the Prefetching for Large Files (PLF) is needed, the

work of this thread pool involves reading files from a storage backend (e.g., PFS) and then writing them

to a local storage medium. When the latter is not the case (i.e., the framework’s request targets a read

of the whole file, usually done when small files are present), then the prefetching mechanism will not be

activated. In this case, the file will be completely read by the calling thread. This data will then be used

by the thread pool to asynchronously write to the local storage medium. The thread pool is implemented

utilizing the C++ Thread Pool Library (CTPL) (version 0.0.2) [20].
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4.3.4 Metadata Management

The metadata management is a crucial aspect of Monarch architecture and should be detailed even further,

so that its mechanisms are well understood.

To read a file with POSIX, DL frameworks issue multiple system calls. First comes the open, then

one or many requests to read data (e.g., pread, mmap), and finally the close call. If sequential I/O was

enforced, Monarch could easily track consecutive calls and associate them to the desired file, since they

always follow the same order, however Monarch deals with multithreaded and interleaved storage I/O,

which makes it impossible to correlate consecutive I/O calls that use different arguments to access a

file in this manner. Namely, the open call uses the file path to access a file and the consecutive calls

(i.e., pread, mmap, close) use the returned file descriptor. Therefore, this enforces the need to have the

combination of the FD map and the FPath map, permitting the correct delivery of the desired data.

The FPath map is populated during the metadata container initialization process and stays as a read-

only structure for the entirety of Monarch life cycle. The highly efficient Abseil’s (v20210324.2) [3] flat map

was used to implement this structure.

The FD map starts empty and its state changes during the training phase, when the open and close

calls are issued by the framework, which, respectively, insert and removes entries from the structure. It also

enables sharing file descriptors between the DL framework’s threads and Monarch’s background threads,

allowing Monarch’s mechanisms to only request the strictly necessary metadata calls. The values inserted

into this structure are provided by the FPath map. The removal of entries is necessary for the reason that

the OS does not perpetually increments/generates new file descriptors for each open, but instead reuses

the same ones when a close is emitted, thus freeing the file descriptor. Naturally, the updates in this map

state may be issued by different DL framework’s concurrent threads, hence this structure needs to be

thread safe. With this in mind, the FD map was built with the Intel Threading Building Blocks Concurrent

HashMap (v2021.2.0) [36] library.

Both structures are kept in memory due to performance considerations. Such design does not com-

promise the fault tolerance of this solution because, if a DL job fails, the metadata container information

can be initialized again with the data persisted at the PFS.

4.4 Summary

Monarch is a storage middleware solution specifically designed for DL workloads running in HPC systems

equipped with multi-tiered storage hierarchies (e.g., shared PFS, node-local SSD). This system targets

the performance bottleneck of the DL training phase and aims at decreasing both the training times of

I/O-bound models and the pressure exerted to the HPC infrastructure’s PFS. Monarch is built on already

proven concepts, such as the fact that the node’s local storage can be used to partially or completely cache
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training dataset, thus potentially accelerating the DL training process, and the use of a non-eviction cache

policy to avoid cache thrashing in the presence of a random access workload.

Monarch also utilizes I/O-optimizations with the help of background threads to actively and transpar-

ently prefetch large files that are being accessed through small reads, which happens for formats such as

TFRecords and RecordIO. The proposed solution decouples data staging from the I/O optimizations that

are provided by DL frameworks and libraries, and although it offers prefetching, this kind of mechanism is

compatible with the prefetching that is already used at the DL framework level, since it is file-based (i.e.,

prefetching of the whole file) and not sample-based (i.e., prefetching of individual samples or records).

Furthermore, Monarch distances itself from related work solutions that are intrusive to DL developers. It

does not require using a specific code library inside of DL training scripts, only requiring the need to specify

the location of their training dataset. Moreover, since this system is carefully designed for DL workloads,

system administrators do not need to fine-tune any kind of configuration to make it appropriate for this

workload, and only need to define the storage tiers hierarchy accordingly.

Monarch has the priority of keeping a balance between performance gains and pressure directed at

the PFS, therefore, it has metadata management mechanisms that avoid unnecessary POSIX metadata

calls by sharing file descriptors among the involved threads. Moreover, the no-eviction caching policy not

only avoids cache trashing, but it also prevents the need to be constantly reading the whole dataset, due to

the replacement of data files. Some state-of-the-art solutions do not take this into consideration, specially

under a single-node training scenario [44, 91]. Finally, Monarch is self-contained, following an ephemeral

life cycle that lasts for the duration of the DL job, not needing any kind of external computational resources

to hold, for example, metadata.
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EXPERIMENTAL EVALUATION

The evaluation of Monarch seeks to answer the following questions:

• Is Monarch applicable over different DL frameworks?

• Can Monarch improve training the performance under different DL models and dataset sizes?

• Can Monarch reduce the I/O pressure on the PFS?

• Does Monarch impact the DL training accuracy?

5.1 Experimental Setup

Testbed, models and datasets. The experimental testbed and models used in these experiments

are the same as those described in Chapter 3, however two different datasets, based on the ImageNet-1k,

were used for this evaluation process. A small version, sizing at 100 GiB, and a large version, sizing at

200 GiB. The large version was used to assess a scenario where the dataset cannot fit entirely in the

compute node’s local storage and memory.

The small and large datasets were converted into TFRecords, resulting in 1024 and 2048 training

files, respectively. The doubled number of training files for the large dataset was used to maintain a similar

average size for each individual file.

Moreover, the 200 GiB dataset was obtained through data augmentation [67] of images that were

present in the original ImageNet-1k dataset and is comprised of roughly 3 million images, which is more

than three times the number of images of the 100 GiB dataset. The disproportional growth to the number

of images is caused by the augmentation process, which in this case reduced the size of the original
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images. This made it so that the dataset needed more images to make it to 200 GiB. This characteristic

will serve as a test to evaluate the performance impact of having more records per TFRecord file.

Finally, for experiments where accuracy results were needed, a 6.5 GiB hold-out validation dataset

(Section 2.1.4) with 50, 000 images was used. This dataset was also converted to the TFRecords format,

resulting in 128 validation files.

Monarch configuration Monarch was configured with 6 threads for the placement handler ’s thread

pool and two storage levels for the storage hierarchy. Level 1 corresponds to the compute node’s xfs file

system, mounted on top of a local SSD partition with 115 GiB. Level 2 corresponds to the directory where

the dataset is stored at Lustre.

As a side note, the metadata container uses approximately 100 bytes per file entry. Thus for the two

datasets not even 1 MiB is used. Further, the initialization process of this module has the duration of 13

seconds for the 100 GiB dataset and 52 seconds for the 200 GiB dataset.

DL frameworks To demonstrate its applicability, Monarch was evaluated under TensorFlow (v2.3.2)

and PyTorch (v1.6.0). TensorFlow was set with the same configurations as in Chapter 3. PyTorch experi-

ments were conducted in conjunction with the DALI framework (v.1.5.0) [61].

As mentioned previously in Section 2.2.1, DALI provides better I/O optimizations for PyTorch, replacing

the PyTorch dataloader (Section 2.1.10), enabling PyTorch to properly read TFRecords. DALI dataloader

needs to be configured with training related parameters, however the I/O optimizations that it provides

such as prefetching and parallel I/O are implicit, hence it was only needed to configure the number of

working threads.

For the LeNet and AlexNet models 16 threads were used. For the ResNet model this number was

reduced to 8, since more threads would cause internal memory allocation errors. Both the DL framework’s

and the Monarch’s number of threads were determined by running preliminary experiments to find a

number that reached good performance. This dissertation, however, is not focused on finding the optimal

configuration setup to perform DL training, but focused on demonstrating the impact of using Monarch

mechanisms on the DL training process. The same can be said about using different DL frameworks. Each

DL framework has different data loading mechanisms with different levels of efficiency. It is necessary to

study and point out these differences, but it is more important to find how does Monarch impact the DL

training performance under different I/O optimizations. Thus, it is not this work’s objective to find the

optimal DL framework’s input pipeline or to strictly compare the different input pipelines.

Methodology The same methodology described in Section 3.1 is applied to this evaluation. In addition,

all training experiments, under both PyTorch and TensorFlow DL frameworks, use all 4 GPUs, available at

the compute node.
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5.2 Results

To answer the previous questions this section will analyze Monarch, regarding training performance, vol-

ume of data and metadata operations submitted to the PFS (i.e., Lustre), and resource usage for each

combination of DL frameworks (TensorFlow and PyTorch) and dataset size (100 GiB and 200 GiB).

5.2.1 TensorFlow 100 GiB
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Figure 18: Average training time for the Lustre, Local, and Cache setups under LeNet, AlexNet, and
ResNet-50 training models for the TensorFlow 100 GiB scenario. Each column is stacked with the elapsed
training time of each training epoch, namely first ( ), second ( ), and third ( ).

Training performance. As shown in Figure 18, when compared to Lustre, Monarch significantly im-

proves the overall training performance for I/O-bound models, decreasing the training time to 11.8 minutes

for LeNet (38% decrease) and to 14 minutes for AlexNet (26% decrease). For ResNet-50, all setups perform

similarly.

For the first training epoch (steps [0, 3500]), under I/O-bound models, Monarch achieves a better

performance than Lustre and Cache. The LeNet’s and AlexNet’s first training epoch with Monarch has the

duration of roughly 5.3 minutes. For LeNet this poses as a 20% and 27% decreases, in comparison with

Lustre and Cache, respectively. For AlexNet the decrease values are 18% and 28%. Monarch times are

similar to those of the Local setup, which shows that there is little to no overhead of using this middleware.

The performance gains are explained by Monarch’s PLF mechanism. Specifically, when a read call

is submitted to a given TFRecord, Monarch fetches the whole file from the PFS. Under this scenario, both

reads (from the DL framework) and writes (submitted to the local storage tier by Monarch) are buffered at

the compute node’s page cache. As depicted in Figure 19, this optimization impacts the first half of the

first epoch, where Monarch experiences significantly higher throughput than the aforementioned setups.

However, for the second half, as the page cache fills, Monarch’s throughput degrades while matching the

performance of Lustre and Cache setups. Because the ingestion rate of the DL framework is higher than

the flushing rate of dirty pages to local storage, reads start being submitted to the PFS, as the requested

files are not yet available at local storage. Under the LeNet model, this behavior is also manifested at the
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beginning of the second training epoch, since there is accumulated backlog (i.e., dirty pages) from the

first epoch still being written to the local disk and competing with read requests being done over the same

storage medium.
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Figure 19: TensorFlow’s throughput, in samples per second, of Lustre, Local, Cache, and Monarch setups
under LeNet, AlexNet, and ResNet-50 models, for 100 GiB.

For the second (]3500, 7000]) and third (]7000, 10500]) training epochs, when the full dataset is

persisted at the local tier, Monarch experiences similar performance as of the Cache and Local setups.

When compared to Lustre, Monarch reduces the combined training time for those epochs to 6.7 (46%

decrease) and 8.7 (29% decrease) minutes for LeNet and AlexNet, respectively.

PFS operations. As depicted in Figure 20a, due to storage tiering and the PLF, Monarch significantly

reduces the number of read calls directed to the PFS. The Lustre setup submits approximately 395, 000
read calls per epoch, while Cache only submits that same number of read calls during the first epoch,

since after that, the dataset is served from the local storage tier. The number of reads is not equal to

the number of training records (i.e., 900000), since TensorFlow reads chunks of data from the TFRecords

(256 KiB each), instead of a single record (Section 2.1.8). These results (i.e., PFS operations) were obtained

using the output files of Lustre’s llite. All of the PFS operations results were obtained using a single

separated run (i.e., not using 7 runs to obtain an average and standard deviation), since their variability

can be neglected for this evaluation.

In Monarch, under I/O-bound models, the number of operations submitted to the PFS can be analyzed

in three phases, similarly to the training performance. At a first phase, due to Monarch’s PLF mechanism,

read calls are large, fetching the whole file from the PFS, and forthcoming reads are mainly served from the

compute node’s page cache. Then, when the page cache fills, the data staging of files loses performance

and cannot keep up with the DL framework rate of requests, thus Monarch submits the small-sized read

calls to the PFS, while simultaneously storing the dataset in local storage. Finally, when the full dataset is

avaliable from the local tier, the placement of files ends and no more read calls are submitted to the PFS.

Thus, for the LeNet model with Monarch approximately 202, 000 reads were submited to the PFS, while
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Figure 20: TensorFlow 100 GiB PFS operations. Accumulated read (a.), metadata (b.) and bytes read
(c.) operations submitted to the PFS for the Lustre, Cache, and Monarch setups under LeNet, AlexNet,
and ResNet-50 models, for the 100 GiB dataset.

for the AlexNet model the number was 155, 000. With AlexNet, Monarch’s PLF is able to prevent more

reads requests than for the LeNet.

In addition, Figure 20c shows another perspective of Monarch’s PLF mechanism’s effects. The loss of

data staging performance leads to the small-sized read requests being served by the PFS until the desired

file is completely prefetched. This means that the DL framework can read a portion of a given file from the

PFS and another portion from the local storage, which is backed up by the previous analysis of Figure 20a.

Moreover, this will increase the total amount of bytes that are read from the PFS (i.e., originates duplicate

data reads). As an example, it is possible, in a worst case and unlikely scenario, that the placement of

a file is so delayed that the DL framework finishes reading the whole file without it being placed in the

local storage, leading to a double read of the whole file. Therefore, because of Monarch’s PLF, for the

LeNet model 48 additional GiB were read, whereas for the AlexNet model this value was lower, reaching

36 GiB. This additional amount of read bytes, however proves itself useful, as results show. With it, a

decrease in the number of read requests was possible, hence the contention at the PFS was also reduced.

Furthermore, this makes a better use of the available bandwidth and reduces each remote I/O request
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Round Trip Time (RTT), thus improving training time.

For the ResNet-50 model, since it is compute-bound, Monarch’s PLF is able to fetch all data samples

timely, only submitting 1024 read calls. In addition, with this model no additional amount of bytes was

read from the PFS.

A decrease is also noticeable for metadata operations, namely open and close. As depicted in

Fig. 20b, for Monarch and Cache setups, all operations are concentrated in the first training epoch, per-

forming a single open and close call for each training file. Lustre, on the other hand, repeats this behavior

at each training epoch. Additionally, to obtain the necessary information to populate the metadata con-

tainer (e.g., file size), Monarch performs 1024 additional getattr operations (i.e., one getattr call per

file).
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Figure 21: TensorFlow 100 GiB resource utilization.

Resource usage. Because Monarch can service training samples faster to the DL framework, it demon-

strates the second highest CPU and GPU utilization, being surpassed by Local. Specifically, it achieves a

CPU and GPU usage of approximately 45% and 33% for LeNet, 40% and 73% for AlexNet, and 10% and 92%

for ResNet-50. Regarding memory consumption, Monarch performs identically has the remainder setups

(i.e., 10 GiB).

5.2.2 TensorFlow 200 GiB

For the 200 GiB dataset, only Monarch and Lustre setups were considered, since both Cache and Local

require the full dataset to fit in the local storage tier.

Training performance. As depicted in Figure 22, Monarch, when compared with Lustre, improves

the training performance of I/O-bound models, decreasing the training time of the LeNet model from 46.4

minutes to 33.3 minutes (28%), and from 58.3 minutes to 45.9 minutes for the AlexNet model (21%).

Also, one could think that, since the dataset size doubled, the training time should also double, but that

did not happen. These results show that, when compared with the previous experiment (i.e., TensorFlow

100 GiB), by having a higher number of records per TFRecord, which is the case of the 200 GiB dataset, the

training time will increase in an disproportionate manner. This is justified by the extra preprocessing of each
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Figure 22: Average training time for the Lustre and Monarch setups under LeNet, AlexNet, and ResNet-
50 training models for the TensorFlow 200 GiB scenario. Each column is stacked with the elapsed training
time of each training epoch, namely first ( ), second ( ), and third ( ).

record and the additional amount of training steps. This is more noticeable in models that involve more

computations per step. For example, in the 100 GiB experiment, AlexNet and LeNet had similar training

times. For this dataset however, that is not observed. Likewise, training ResNet-50 with this dataset lasted

three times longer than with the 100 GiB dataset.
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Figure 23: TensorFlow’s throughput, in samples per second, of Lustre and Monarch setups under LeNet,
AlexNet, and ResNet-50 models, for 200 GiB.

During the first training epoch ([0, 11500]), as depicted in Figure 23, Monarch experiences throughput
degradation due to the page cache filling up and the local storage tier achieving its quota. For the remainder

epochs, Monarch serves the DL framework read calls from both local and remote storage tiers. In addition,

the dataset’s file names are shuffled (i.e., to improve the randomization level) and data samples are being

fetched in an interleaved fashion (i.e., using the interleave stage), which leads to random throughput

variation. With this, throughput spikes can still be seen across different steps of the training phase, since

the PFS is still being accessed for a large portion of the dataset and in random steps. However, the

throughput spikes show less amplitude when using Monarch, when compared to Lustre.

For the ResNet-50 model, Monarch and Lustre perform similarly. In Figure 23 throughput is more

stable with Monarch, however this did not have a significant impact on overall the training time.
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PFS operations. As depicted in Figure 24a, the Lustre setup submits approximately 2.4 million read

requests to the PFS across all training epochs. ,Monarch is able to significantly reduce this value since a

large portion of the dataset is stored in the local storage tier (i.e., 115 GiB). Specifically, Monarch reduces

PFS read operations requests to 1.2 million for the LeNet model (50% reduction) and approximately 1.05
million for the AlexNet and ResNet-50 models (56% reduction, which roughly represents the percentage of

the dataset that is cached).

After the first training epoch, contrary to the 100 GiB dataset experiments, Monarch continues submit-

ting operations to the PFS to access the data samples that could not fit in the local storage tier. Metadata

operations manifest the same behavior, as depicted in Figure 24b.

In terms of bytes read from the PFS, for the same reasons explained in the 100 GiB experiment, for

the LeNet model, Monarch read 40 GiB of additional data. For the AlexNet and ResNet-50 models no

additional bytes were read from the PFS.
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Figure 24: TensorFlow 200 GiB PFS operations. Accumulated read (a.), metadata (b.) and bytes
read (c.) operations submitted to the PFS for the Lustre and Monarch setups under LeNet, AlexNet, and
ResNet-50 models, for the 200 GiB dataset.

Due to the higher number of records per file it seems that the AlexNet model with Monarch, unlike

the previous 100 GiB scenario, is very similar to the ResNet-50 model in terms of number of operations
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submitted to the PFS. This means that the AlexNet model became less I/O-bound and the PLF can now

stage TFRecords in a timely fashion, which corroborates what was mention in this experiment training time

analysis. Since LeNet has a low number of computations this difference is less noticeable and the staging

of files continuous to be unable to keep up with the rate of requests.

Resource usage. Monarch is also able to increase CPU and GPU efficiency when compared to Lustre.

In more detail, CPU usage increases from 36% and 31% (Lustre) to 48% and 37% (Monarch) for LeNet and

AlexNet, respectively. GPU usage increases from 30% and 63% (Lustre) to 40% and 76% (Monarch). For

ResNet-50, both setups exhibit similar CPU (9%) and GPU (90%) usage. In regards to memory consumption,

both setups perform similarly (i.e., 10 GiB).
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Figure 25: TensorFlow 200 GiB resource utilization.

5.2.3 PyTorch 100 GiB

Unlike TensorFlow, PyTorch does not include a persistent caching optimization. Thus, experiments were

only conducted over Lustre, Local, and Monarch setups for the 100 GiB dataset.

Training performance. As depicted in Figure 26, PyTorch exhibits higher training times than Tensor-

Flow for the 100 GiB dataset and all three models, specially for the Lustre setup and I/O-bound models.
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Figure 26: Average training time for the Lustre, Local, and Monarch setups under LeNet, AlexNet, and
ResNet-50 training models for the PyTorch 100 GiB scenario. Each column is stacked with the elapsed
training time of each training epoch, namely first ( ), second ( ), and third ( ).
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The Local setup trains LeNet, AlexNet and ResNet-50 in 17.5, 16.1 and 69.9 minutes, respectively.

Monarch, when compared to Local, exhibits similar training execution times. Again, as with the TensorFlow

100 GiB experiment, the LeNet and AlexNet models showed very close results, however this also stayed

true for the Local setup, unlike the TensorFlow’s experiments. This observation combined with the higher

training times for I/O-bound models hints that the data loading optimizations for this experiment are less

efficient than those that are used in TensorFlow. One reason for this is the fact that DALI, differently from

TensorFlow’s pipeline, reads single records from each TFRecord file, instead of reading chunks of data to

reduce I/O contention. It is expected that the increase of the number of records (e.g., 200 GiB dataset)

will further accentuate this inefficiency.

When compared to Lustre, Monarch significantly improves the overall training performance for I/O-

bound models, decreasing training time from 77.3 to 20 minutes for LeNet (74%) and from 77.5 to 18

minutes for AlexNet (77%). For ResNet-50, Monarch reduces the training time from 84 to 72.4 minutes

(14%). Interestingly, when using PyTorch with DALI, the ResNet-50 model also becomes I/O-bound, thus

explaining the performance improvement of Monarch and showing a case for training performance degra-

dation of compute-bound models, in a case where the data loading pipeline does not correctly address the

I/O-bottleneck.
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Figure 27: PyTorch’s latency, in seconds, of Lustre and Monarch setups under LeNet, AlexNet, and ResNet-
50 models, for 100 GiB.

Local achieves sustained latency per I/O operation throughout the overall execution and across all

training models, never exceeding 0.2 seconds. To ease illustration, Local results were not included in

Figure 27. At the latter figure and for the first training epoch (steps [0, 3510]), when compared to Lustre,

Monarch is able to reduce training time by 68% (18 min difference), 71% (18.7 min difference), and 6%

(1.8 min difference) for LeNet, AlexNet, and ResNet-50, respectively. Similarly to the results observed in

Section 5.2.1, this is due to Monarch’s PLF mechanism. Again, during the second half of the first epoch,

the compute node’s page cache fills (with dirty pages) and read calls start being submitted to the PFS,

as the requested files are not yet available at the local storage tier, leading Monarch to experience latency

spikes.
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For the second (]3510, 7020]) and third (]7020, 10530]) epochs, since the full dataset is available at
the local tier, Monarch ensures sustained latency, improving training times by 77% (39.3 min difference),

80% (40.9 min difference) and 17% (9.7 min difference) for LeNet, AlexNet and ResNet-50, respectively.

PFS operations. The DALI library uses, by default, the mmap system call to map whole training files

to memory. Contrary to TensorFlow, which performs multiple explicit read calls per file. DALI’s I/O is

performed implicitly when it attempts to access the in-memory data (i.e., as a result of mmap) and a page

fault occurs, resulting in the data samples being copied on demand. As depicted in Figures 28a and 28b,

Monarch’s prefetching mechanism significantly reduces the calls directed to the PFS. In detail, Lustre

submits a total of 3, 461 mmap and 9, 234 (open and close) metadata calls, while Monarch only submits
1, 152 and 4, 618, respectively. Moreover, Monarch operations to the PFS are all done in the first training
epoch, since after that, all requests are served from the local storage tier. The implicit I/O, however, is not

traced by the tools used in this work, which makes it impossible to have plots that illustrate the amount of

bytes read, like the TensorFlow experiments, only registering each individual mmap call.
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Figure 28: PyTorch 100 GiB PFS operations. Accumulated read (a.) and metadata (b.) operations
submitted to the PFS for the Lustre and Monarch setups under LeNet, AlexNet, and ResNet-50 models,
for the 100 GiB dataset.

Resource usage. Monarch shows the second highest CPU and GPU usage, as expected. For LeNet

and AlexNet, CPU ranges from 5% (Lustre), to 22% (Monarch) and to 26% (Local) while, for ResNet-50, it

increases from 7% (Lustre) to 9% (Monarch) and to 10% (Local). For LeNet, GPU utilization ranges from

14% (Lustre), to 50% (Monarch), and to 58% (Local) while, for AlexNet, it increases from 9% (Lustre), to

35% (Monarch), and to 41% (Local). For ResNet-50, it ranges from 75% (Lustre), to 85% (Monarch), and

to 88% (Local). All setups exhibit similar memory consumption, using 10 GiB for LeNet and AlexNet, and

8 GiB for ResNet-50.
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Figure 29: PyTorch 100 GiB resource utilization.

5.2.4 PyTorch 200 GiB

As in Section 5.2.2, for the 200 GiB dataset, only the Lustre and Monarch setups were considered for

analysis.

Training time. As depicted in Figure 30, Monarch significantly improves training performance under

I/O-bound models, decreasing the training time from 166.4 to 108 minutes (35%) under LeNet and from

165 to 104 minutes (37%). With Monarch the ResNet-50 model training time is reduced by 5% (12 min

difference). Again, as discussed in Section 5.2.2, due to the increased number of files for this dataset the

training times are much higher.
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Figure 30: Average training time for the Lustre and Monarch setups under LeNet, AlexNet, and ResNet-
50 training models for the PyTorch 200 GiB scenario. Each column is stacked with the elapsed training
time of each training epoch, namely first ( ), second ( ), and third ( ).

Looking at the performance over time (Figure 31), Monarch’s latency degrades at the second half of

each training epoch. The reason behind this is twofold. First, Monarch caches approximately half of the

training dataset (i.e., 56%, which corresponds to the storage quota at the compute node’s disk) in the

local storage tier, serving DL requests from local resources rather than the PFS. Second, when combining

PyTorch and DALI, TFRecords are read from storage sequentially and the shuffling process is made in-

memory, very similarly to the TensorFlow’s shuffle buffer. However the ability to shuffle file names across

epochs is not available. This leads to a deterministic storage I/O pattern across training epochs (i.e., the

first half of the dataset is served from the local storage tier, while the remainder is read from the PFS, and

always considering the same order of files).
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Figure 31: PyTorch’s latency, in seconds, of Lustre and Monarch setups under LeNet, AlexNet, and ResNet-
50 models, for 200 GiB.

Given this sequential access pattern, to further optimize training performance, Monarch could evict

and prefetch samples based on the deterministic order that these are requested. However, as discussed

in Section 4.3, this would increase the I/O pressure at the PFS, since with an eviction policy, Monarch

would always submit operations to the PFS regardless of the training epoch.
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Figure 32: PyTorch 200 GiB PFS operations. Accumulated read (a.) and metadata (b.) operations
submitted to the PFS for the Lustre and Monarch setups under LeNet, AlexNet, and ResNet-50 models,
for the 200 GiB dataset.

PFS operations. Similarly to Section 5.2.2, the number of operations submitted by Monarch to the

PFS is directly related with the portion of the dataset stored at the local storage tier (i.e., roughly 56%).

As depicted in Figure 32a, during the first training epoch, both Lustre and Monarch perform 1, 890 mmap

calls. This number is not reduced by Monarch, because, as explained in Section 4.2, what triggers the

prefetching for large files is, in this case, the mmap call, hence all of the calls will be directed at the PFS, only

the implicit I/O that comes after the mmap is optimized. However, for the remainder epochs, while Lustre’s

mmap calls increase linearly, Monarch submits 2, 322, representing a 50% reduction. This reduction did
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not reach the 56% mark, which can be attributed to the order that files were placed. Since some files

are larger than others, these will possibly fill up the staging area, leaving more files to be read from the

PFS. For the second and third epochs (Figure 32b), Monarch reduces the number of combined open and

close metadata calls from 9, 274 (Lustre) to 4, 640.

Resource usage. Monarch increases CPU and GPU efficiency when compared with Lustre. For LeNet

and AlexNet, CPU increases from 6% (Lustre) to 10% (Monarch). For ResNet-50, CPU usage is 7% for both

setups. For LeNet, GPU utilization goes from 20% (Lustre) to 31% (Monarch). For AlexNet, it increases from

13% (Lustre) to 21% (Monarch). For ResNet-50, it ranges from 83% (Lustre) to 87% (Monarch). Memory

consumption results and conclusions are identical to those presented in Section 5.2.3.
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Figure 33: PyTorch 200 GiB resource utilization.

To conclude, the CPU and GPU utilization values are low when compared to the TensorFlow experi-

ments. The latter, when faced with the 200 GiB dataset, performed similarly to the 100 GiB dataset in

terms of resource utilization, however this is not the case for DALI.

5.2.5 Long run and accuracy analysis

Monarch’s training performance and accuracy were assessed for a 48 hours long training workload (i.e.,

time limit for regular user’s jobs at the Frontera supercomputer). The AlexNet model was chosen, along

with the PyTorch deployment and the 200 GiB ImageNet-1k dataset. Next, the results for the Lustre and

Monarch setups are compared.

As depicted in Figure 34, in 48 hours, Lustre completes 48 training epochs and reaches Top-1 and

Top-5 accuracies of 37% and 61%, respectively. Monarch, on the other hand, completes the same set of

epochs in 28 hours (reduction of 20 hours), while achieving similar Top-1 and Top-5 accuracies, namely

38% and 63%.

For the full workload (i.e., 48 hours), Monarch completes 81 epochs and achieves Top-1 and Top-5

accuracies of 51% and 75%. This shows that, for the same time frame, Monarch can increase the number

of epochs and, consequently, the accuracy of trained models.

While this experiment is based on the PyTorch deployment and AlexNet model, for other combinations

of frameworks and models (e.g., TensorFlow, LeNet), one would also experience performance improve-

ments proportional to the results discussed in the previous sections.
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Figure 34: Top-1 and top-5 accuracy results for PyTorch with Lustre and Monarch setups the AlexNet
model and 200 GiB dataset, over a 48 hours period.

5.2.6 Discussion

A framework-agnostic middleware like Monarch enables an easy utilization of optimizations, such as data

staging and prefetching, which accelerate the training of I/O-bound models.

Notably, besides showcasing Monarch’s applicability to different frameworks, models and dataset sizes,

the previous experiments validate three key aspects. First, Monarch is able to reduce the training times of

I/O-bound models across all experiments, contributing to a substantial mitigation of the I/O bottleneck. In

fact, these results correlate into a higher CPU and GPU utilization, which is originated by a higher rate of

data ingestion and the minimization of CPU and GPU idle time.

Furthermore, Monarch showed higher performance gains for the first training epoch, when compared

with the Cache setup, which is justified by the PLF mechanism. With it, Monarch executed larger sequential

reads, during placement, taking advantage of the high PFS’s aggregate bandwidth. This lead the majority

of the DL framework’s small read requests to be served from local storage, during the first epoch, thus

reducing each request RTT. However, the PLF mechanism was affected by the flushing of the Page Cache’s

dirty pages to local storage, which made Monarch prefetching mechanism and, consequently, the DL

training to lose performance at the time that the Page Cache filled up, across all experiments. After the

first epoch and for the 100 GiB dataset across different setups, Monarch performed similarly to the Local

setup, showing that there is no performance overhead, when intercepting POSIX system calls with this

storage middleware.

Moreover, for TensorFlow, Monarch achieved training time reduction percentages of up to 38% for the

100 GiB dataset and by up to 28% for the 200 GiB. Naturaly, the acceleration for the 200 GiB dataset is

lower than the 100 GiB dataset, since Monarch is only able to partially cache the training dataset. However,

this reduction is disproportional. For the 200 GiB dataset, using TensorFlow and the LeNet model, the

reduction was not 21% (i.e., the percentage of training time reduction obtained for 56% of dataset caching,

considering the reduction value obtained for the 100 GiB). The same happened for the AlexNet model,

which went from a 26% reduction (100 GiB dataset) to a 21% reduction (200 GiB dataset), being just a

small loss in performance acceleration. These additional performance gains are explained by the higher

number of records per TFRecord file in the 200 GiB dataset, which is an interesting study case. Therefore,

65



CHAPTER 5. EXPERIMENTAL EVALUATION

for the same amount of GiB cached, there are additional training samples placed in the local storage.

Since TensorFlow reads the same amount of data in each read request (i.e., each requests reads 256 KiB

of data), more records are read per request, thus Monarch effect on the training acceleration is enhanced.

Likewise, for PyTorch + DALI Monarch reduced the training time by up to 77% for the 100 GiB dataset

and 37% for the 200 GiB dataset. Nevertheless, the Pytorch + DALI setup showed a considerably higher I/O-

bottleneck than TensorFlow across all models. One of the reasons is that the DALI pipeline reads individual

records from each TFRecord file, without requesting chunks of data. This explains the high performance

gains with Monarch in the 100 GiB scenario, where hundreds of thousands of requests to read individual

records are served from local storage instead of the PFS. For the 200 GiB dataset the performance gains

remain disproportional, however and contrary to the TensorFlow case, these gains are smaller than what

would be expected (i.e., 43%, which is the percentage of reduction obtained for 56% of dataset caching,

having the 100 GiB values as reference). This loss in performance is also attributed to the DALI inefficiency

of reading individual records, which imposes a considerable bottleneck for the 200 GiB dataset that cannot

be fully solved with caching.

Second, for both compute and I/O-intensive models, Monarch reduces the number of data and meta-

data operations submitted to the PFS by up to 56%, when using a dataset that does not fit completely

on local storage. This is key to ensure stable storage performance for DL workloads and other jobs using

the PFS, showing the applicability of Monarch for compute-bond models, where the training performance

does not benefit from Monarch mechanisms.

Third and final, Monarch does not impact the accuracy of DL workloads, in fact, it enables running

more training epochs, and consequently achieving better accuracy values, in HPC infrastructures, such

as Frontera, were jobs are forced to execute in limited time frames. Moreover, all of this contributions are

achieved with a system that has a high level of transparency for users.
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CONCLUSION

The I/O bottleneck is a pressing issue for DL jobs deployed at HPC infrastructures [9, 15, 17, 31, 63]. This

problem is substantially exacerbated from the inability to implicitly store the large amounts, both in aggre-

gated size and in number, of training files in memory (i.e., Page Cache or application buffers), therefore the

shared PFS takes the toll of having to deal with millions of data and metadata requests per DL job. This not

only can cause training performance issues, but it can also lead to the degradation of performance at the

PFS and high throughput variability, affecting all PFS users. Although HPC infrastructures’ compute nodes

often have local storage capabilities that could help to lessen these issues, they are generally overlooked.

With the I/O bottleneck in mind, DL frameworks implement I/O optimizations through custom APIs to

be used as iterators and data loaders, however these cannot be shared among different frameworks and

have problems of their own. An example of this is TensorFlow’s cache stage, that does not allow partial

data caching. In addition, neither with PyTorch vanilla nor with PyTorch + DALI is a caching mechanism

offered.

State-of-the-art solutions that target the performance of scientific workloads consider a wide range of

optimization paths, such as deploying or improving the efficiency of data ingestion pipelines, improving I/O

parallelism, and even construct I/O buffering systems. These solutions, however, have strong disadvan-

tages, since they can be highly dependent on extensive user configurations or integration on the training

scripts code. Some of them are also built for specific DL frameworks. In addition, existing I/O buffering

solutions are not correctly optimized for DL workloads and can even change the way data is read, which

might lead to unpredictable results to the model’s accuracy.

Therefore, this dissertation examined, through a preliminary experiment, the effective impact on the

training performance of a DL model, when using the compute nodes’ local storage to stage training sam-

ples. This study showed that I/O-bound models have a clear training acceleration, as well as a decrease in
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the performance variation across runs, when using a dataset that is cached at the local storage medium,

instead of strictly accessing the PFS.

To address these problems, this dissertation proposes Monarch, a storage tiering middleware for ac-

celerating DL training and reducing the I/O pressure and variability imposed in the shared PFS. To achieve

this, and promote a wider adoption of storage tiering at HPC infrastructures, Monarch builds upon four

main principles: i) it leverages faster local storage mediums, available at compute nodes, to fully or par-

tially cache the training data samples; ii) it does so automatically and without changing the way users build

their DL training scripts; iii) it is portable across different frameworks without requiring source code modi-

fications; and iv) it provides data placement mechanisms that are optimized for the I/O patterns present

at DL training workloads.

To validate the applicability and performance of Monarch, the developed prototype was applied over

the TensorFlow and PyTorch frameworks. Results show that TensorFlow’s and PyTorch’s training time

can be reduced by up to 28% and 37% for I/O-intensive models, even for large datasets, that can only be

partially cached at local storage mediums. Further, Monarch is able to reduce the number of I/O operations

submitted to the PFS by up to 56%.

6.1 Prospects for Future Work

Monarch is a well rounded system built on solid concepts. Nevertheless, there are many investigation

paths that can be carried to further enhance its capabilities.

Storage Tiers. Monarch architecture is designed for modular storage tiers. Hence, deeper storage

hierarchies, with different tiers (e.g., persistent memory and RAM) can further accelerate the performance

of DL training. Moreover, these storage tiers can allow data migration for DL training acceleration. With

this, data samples can be transferred between storage tiers, beyond the first training epoch, in case the

DL framework’s storage access order is known. That order allows data migration from slower storage tiers

to faster ones, by identifying what data samples should be transferred, and in what order. The storage

access order, however, should only be used in cases where user intervention to determine it is not needed.

An example of this is training DL models with the PyTorch + DALI + TFrecords combination, where the

dataset’s file names cannot be shuffled, thus their access order becomes predictable across epochs.

Autotuning. Monarch has configuration parameters (e.g., shared_tpool_size) that can be auto-

tuned to achieve its easier adoption and optimal performance. Autotuning can follow predefined rules

that would determine the focus of the tuning. For example, maximizing performance versus minimizing

resource usage. Autotuning can also be applied to determine the performance of each storage tier, thus
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freeing the HPC infrastructure administrator from the need to specify any meaningful order to their stor-

age tiers. Furthermore, this mechanism can improve the Prefetching for Large Files (PLF) efficiency, by

controlling the prefetching and data placement rates (e.g., proactive draining [83]) in relation to the DL

framework’s data ingestion rate, with the goal of minimizing storage tiers’ bandwidth and DL frameworks

training times. The autotuning approach also lays ways to a more broad solution that considers SDS [56]

for infrastructure’s holistic autotuning. In this case, Monarch mechanism would be transformed into a data

plane, having a control plane, that has a global view of the HPC center state, to enforce autotuning policies

to Monarch instances.

Distributed Training. Applying storage tiering to distributed DL training [10] is challenging. By using

multiple compute nodes to train a model the possibility of having distributed memory, as a storage tier

arises (i.e., compute nodes can remotely access each others memory). This, however, needs specific

placement algorithms that take into consideration which data samples each participant compute node is

going to locally cache so that data is shared among compute nodes in the most optimal way, maximizing

the use of local storage tiers. This solution requires the need of metadata synchronization and coordination

among compute nodes to achieve the best possible results.

Small Files. This dissertation used TFrecords to train DL models, however, serializing small files into

a binary file format requires knowledge and a preprocessing step. Therefore, in cases where a datasets

with small files are used, it can be effective to implement a transparent small file aggregation/chunking

mechanism in the background. Additionally, it is necessary to identify or design an optimized data format

for DL workloads that allows efficient data and metadata writes and reads.
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