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Abstract. Cardiovascular disease is a worldwide problem and is the
main cause of mortality when coronary heart disease leads to a heart
attack. Hence, it is important to evaluate how to prevent this disease
considering the symptoms description and physical examinations.
This study points out the application and comparison of different perfor-
mance measures for the classification of heart disease. Firstly, a feedfor-
ward neural network was applied to classify heart disease risk, using the
well-known Framingham database. Feature selection optimization was
performed to identify the most important variables to take into consider-
ation, minimizing the Type II error and maximizing the accuracy. In ad-
dition, a multi-objective optimization algorithm was carried out to simul-
taneously optimize both performance measures. A set of non-dominated
solutions representing the trade-offs between objectives were obtained,
and gender, age, systolic blood pressure, and glucose level emerged as the
principal factors to take into consideration to predict heart disease. The
results obtained are promising and show the importance of considering
more than one criterion to identify the most important variables.

Keywords: feature selection, optimization, neural network, heart dis-
ease

1 Introduction

Cardiovascular diseases are the main cause of mortality in the world and it is
expected to be the most important cause of death by 2030 [28], despite recently
the number of deaths caused by cardiovascular diseases has been decreasing over
the decades [8]. Coronary heart disease (CHD) and coronary artery disease are
cardiovascular diseases that involve heart and blood vessels, where CHD is a
result of coronary artery disease [32]. CHD leads to a heart attack which occurs
when the blood flow to the heart is cut off and there is a decrease in the supply
of oxygen and nutrients [28].
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In the European Union, Portugal has presented a low-risk of CHD for decades,
but, in 2013, it was the second most common cause of death [25,30]. Therefore,
it is essential to prevent heart attacks, taking into account raised blood pressure
and glucose, physical inactivity, overweight, obesity, and tobacco use, since they
are some risk factors [15,28].

Thus, to identify heart disease it is important to describe symptoms and
make physical examinations [3]. In 2015, a study was carried out to identify
which factors can be associated with the development of the disease, where high
blood pressure, overweight, and hypercholesterolemia showed large increases in
the incidence of heart disease [15]. Systolic, diastolic, and pulse pressure are
risk factors that lead to heart failure, but systolic and pulse pressure have more
impact [19].

Over the years, some authors have used the well-known Framingham database
to study the factors that influence CHD. This database contains information
about the residents of the city of Framingham, in Massachusetts, and comprises
15 variables on the demographic, behavioral, and medical history of more than
4000 patients. With this information, it is intended to verify whether the pa-
tient is at risk for future CHD [14]. According to Dawber and Kannel (1996),
this was the first successfully detailed epidemiological study on heart disease
and provided useful information [13]. However, a limitation of this study is that
if other regions wish to classify the risk of CHD using Framingham data as a
training dataset, they can not estimate the risk well, since the study uses only
a restricted population, with daily habits that vary from region to region [11].

Since cardiovascular disease is a worldwide problem, it is important to under-
stand what factors can be analyzed to prevent CHD. This work aims to identify
which combinations of variables are capable of predicting whether the patient
is at risk for future CHD, using the Framingham database. First, a feedfor-
ward neural network will be trained to learn with the available data. Then, a
feature selection optimization will be carried out to identify the best subset of
variables capable to predict the risk for future coronary heart disease. Finally,
a multi-objective approach will be conducted to maximize accuracy and mini-
mize Type II error, simultaneously. The computational environment MatLab®

(version R2020b) will be used to obtain the results.

This paper is structured as follows. Section 2 presents a literature review,
where some related works about cardiovascular diseases, feature selection, neural
networks and performance measurement criteria are explained. Thereafter, the
methods implemented and the parameters defined are in Sect. 3. The descriptive
analysis and discussion of the results are presented in Sect. 4 and the main
conclusions are reported in Sect. 5.

2 State of the Art

In this section, an analysis of some works related to cardiovascular diseases is
presented to understand which methodologies were used and for what purpose.
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Then, feature selection, neural networks, and performance measurement criteria
are briefly described.

2.1 Cardiovascular Disease Studies

Cardiovascular diseases are the main cause of death worldwide and over the
years this theme has been studied in several countries with different applica-
tions [28]. In most studies, the main purpose was to diagnose cardiovascular,
heart, or artery diseases regarding the given datasets using different approaches.
Some authors applied several machine learning techniques in order to evaluate
the classification performance of different models taking into account perfor-
mance measures such as accuracy, precision, recall, specificity, F-measure, and
area under the ROC curve (AUC) [4,24,29]. In [5,6], a Genetic Algorithm (GA)
was considered to optimize the weights of a Neural Network (NN) in order to im-
prove performance. Feature selection using correlation matrix or Particle Swarm
Optimization (PSO) was studied in [17,23]. Furthermore, cross-validation by
splitting data into training, validation and test sets are also common in these
works. The main goal of these models is learning from the available data.

A system that uses GA to optimize the NN weights to predict the risk of
cardiovascular diseases is proposed in [6]. The dataset consists of heart disease
information, the data was divided into training and test sets and the performance
was measured in terms of accuracy. The accuracy reported for the test set was
94.17% [6].

A new hybrid model of NN and GA, using risk factors data of 50 patients, is
used to diagnose heart diseases. The aim is to optimize the connection weights
of the NN to improve performance. Data was divided into training, test, and
validation and the accuracy obtained was 96.2%, 92%, and 89%, respectively [5].

PSO and NN feedforward backpropagation were used to rank factors of car-
diovascular diseases. PSO was applied to minimize cost and maximize precision
to select the most relevant features. The data is about Cleveland clinic and it
was divided into training and test sets. Accuracy, recall, and precision were used
to measure the performance of the model. The results achieved were an accuracy
of 91.94%, a recall of 93% and a precision of 91.9% [17].

A system to predict the risk of cardiovascular disease, using data from 689
patients with cardiovascular disease symptoms, was developed in [29]. The data
set was divided into training, validation and testing, and a logistic regression,
Bayesian classification and quantum NN were applied to the Framingham dataset
for validation purposes. In this work, the authors concluded that quantum NN
obtained the best accuracy result (98.57%).

In [23], a NN was applied to predict CHD risk through feature selection,
considering the correlation analysis. Korea’s national health and nutrition ex-
amination survey was used to conduct the analysis and the performance was
compared with the Framingham risk scores. Data were divided into training and
validation sets, where the accuracy was 89% and 82.51%, respectively. Several
methods (for example, Naive Bayes, Random Forest, NN) were studied to diag-
nose coronary artery disease, using three publicly available data, and different
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measures, like sensitivity, specificity, F-measure, AUC, and running time. It is
shown that accuracy is not the unique important measure to use to determine
the performance of a classifier [24].

To predict the CHD risk in the Korean population, a deep NN was used
in [4]. Tenfold cross-validation was used to split data. The model was compared
with different algorithms, such as Naive Bayes, K-Nearest Neighbor, Support
Vector Machine, Decision Tree, and Random Forest. Moreover, different mea-
sures were used to assess the performance of the models (accuracy, precision,
recall, specificity, F-measure, and AUC). The proposed deep NN achieved the
best performance measure values, with the exception of specificity.

2.2 Feature Selection

Feature Selection is the process of selecting the best subsets of features to im-
prove predictor performance. Nowadays, it is used in different research areas due
to the exponential increase of data, where there are many variables to study. Ac-
cording to Iguyon and Elisseeff [18], feature selection can also help to understand
the data to be analyzed. There are different methods capable of extracting vari-
ables, in which some include variable ranking and others the similarity between
the variables. The most common methods for feature selection can be divided
into filter, wrapper, or embedded [18,21,34].

In the filter method, the focus on the selection of features is based on a
performance measure, where the first step is to find the best subset of features.
Some well-known performance measures are correlation between variables, Chi-
square and Fisher score [21]. In this method, the variables are ranked considering
the measure chosen and the variables selected have useful information [12]. After
the feature selection, the variables are used in the model. This method is also
called the preprocessing step [18].

In the wrapper method, different combinations of features are used to find
the model with the best performance, for example, with the highest accuracy
[34]. This method uses the predicting performance to find the best subset of
features [18]. In general, this method allows to obtain better results than the
filter method since the subsets of features are evaluated using a modeling algo-
rithm [21].

In the embedded method, the selection of features is made in the training
process, without split data into training and testing, and aims to reduce the
computation time [12]. The selection is made during the modeling algorithm’s
execution. Some methods consider objective functions to minimize fitting errors
and a penalty is assigned to the features that do not contribute to the model [21].
Since the data is not split, a better use of the available data is observed and it
is possible to obtain a faster solution when compared to the filter and wrapper
methods [18].
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2.3 Neural Networks

In order to make better decisions, many researchers investigate how to diagnose
heart disease problems using intelligent systems such as Neural Networks [3].
NN is widely used in this area since it can extract more information about the
system in the study due to the learning process [6].

In a NN, a neuron, also known as a unit or node, is the basic computational
unit that can receive signals from other neurons and multiplies each signal by the
corresponding weight (the connection strength). The weighted signals are then
summed and passed through an activation function [27]. In Fig. 1 it is shown an
individual neuron architecture.

Fig. 1. Individual neuron architecture (based on [22]).

NN can have several different layers of neurons. In theoretical terms, the
input layer is the first layer, the intermediate layer(s) is known as the hidden
layer(s) and the last one is the output layer. Therefore, the output layer takes
into account the number of values to be predicted. Thus, in Fig. 1 there is an
input layer with n neurons, one hidden layer with one neuron, and one output
layer. The input signal is denoted by a vector x (x1, x2,...,xn) and corresponds
to the independent variables present in the data. Moreover, the weights of the
neuron j are denoted by wj (wj1, wj2,...,wjn) and f is the activation function.
The net input to the neuron j is described in (1), where b is called bias [7,22].

netj =
∑
n

wjnxn + b (1)

Most of the activation functions are nonlinear and the most widely used are
hyperbolic tangent, sigmoidal and gaussian [7,22].

A multilayer NN has more than one hidden layer. In a feedforward NN the
information propagates along the forward direction [7,22]. It is difficult to choose
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the appropriate network size, i.e., the number of layers in the NN and the number
of neurons per layer. Hence, the quality of the solution found, using NN, depends
on the network size that can affect the complexity, learning time, and the ability
to produce accurate results [10].

A NN can be used for supervised and unsupervised learning. In supervised
learning, for each input, the target output is known. The NN weights are ad-
justed to produce the smallest error possible, considering the actual output and
the predicted output. Furthermore, the generalized delta rule is used to mini-
mize the error. In contrast, in unsupervised learning the NN adjusts the weights
without knowing the associated output and the NN learns how to classify input
patterns [3,10]. Backpropagation learning is the most common type of super-
vised learning used to optimize the weights. According to Ding, Su, and Yu [16]
this optimization process can be stuck in a local minimum. The combination of
backpropagation with a GA is one solution to this problem, since GA is a global
optimization method. GA is an optimization algorithm that considers the prin-
ciples of natural genetics and can escape from local minimums. The combination
of a GA with the learning NN can provide a better predictive accuracy [6].

2.4 Performance Measures

The performance of classifier models, for a given dataset, can be assessed by
different evaluation measures to describe how well the classification is done and
to compare different models [1].

Thereby, inferential statistics are used to detect the effects of the indepen-
dent variables regarding the variability that is inherent in the variable being
measured (the dependent variable). Thus, hypothesis tests are, in general, used
in inferential statistics in order to extract more information about the data un-
der study. Two types of errors can be committed in the decisions, known as
Type I and Type II errors. Type I error is committed when the null hypothesis
is rejected, when in fact it is true. In contrast, Type II error is deciding not to
reject the null hypothesis when it is actually false [9]. These types of errors have
to be minimized but it is not always easy to do it. Type I error is the level of
significance and can be controlled since it is the amount of risk that the authors
are willing to take. On the other hand, the Type II error is related to the sample
size, since it is sensitive to the number of observations in the sample. Thus, if
the number of observations increases, the Type II error decreases [31].

A confusion matrix is a well-known tool for evaluating the classifier and takes
into account the number of positive and negative instances correctly classified,
also known as True Positive (TP) and True Negative (TN), respectively [1,9,33].
Hence, the confusion matrix also considers the number of instances that are
predicted to be negative, but are actually positive, known as False Negatives
(FN), and the number of instances that are predicted to be positive when they
are negative, known as False Positives (FP) [1,20]. Table 1 presents an example
of a confusion matrix that considers the hypotheses in the study and the decision
made.
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Table 1. Example of a Confusion Matrix

Hypothesis

Decision H0 H1

Retain H0 TP FN (Type II Error)
Reject H0 FP (Type I Error) TN

FP and FN are the Type I and Type II Errors, respectively [33]. Therefore,
the ratio for each error can be express as (2) and (3).

Type I Error (%) =
FP

FP + TN
(2)

Type II Error (%) =
FN

TP + FN
(3)

Another measure to take into account is the accuracy [33], in (4), which
considers the ratio of observations that the model correctly classifies.

Accuracy (%) =
TP + TN

TP + FN + FP + TN
(4)

Accuracy does not consider instances that are misclassified. It can have seri-
ous implications, for example, in the health area. This can be an important
limitation [20]. However, there are measures capable of filling this gap such as
precision, recall rate, also known as sensitivity, specificity, F-Measure, and AUC.
These measurements can be computed from a confusion matrix [20,33].

3 Methods

This section addresses the feature selection procedure, explaining the steps needed
to achieve the main goals of the work. Besides that, the implementation details
to identify the parameters considered are described.

3.1 Feature Selection Procedure

Feature selection optimization requires several steps in order to identify the sub-
set of independent variables with better performance for classification. Figure 2
shows an overall summary of the different steps involved and what is defined in
each step.

The first step refers to the definition of the independent and dependent vari-
ables. After that, the data is split into training (80%) and test (20%) sets, using
the holdout method, in order to construct the feedforward NN and optimize the
objective functions. This split intends to prevent overfitting to the Framingham
dataset. Thereafter, the genetic algorithm is carried out to obtain the best subset
of variables capable to predict the risk of CHD.
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Fig. 2. Steps to build the solution for the feature selection optimization problem.

According to the literature review, accuracy is not the only measure to take
into account to find the performance of a classifier [24]. Therefore, in this study,
two criteria were selected to be optimized: maximization of accuracy and mini-
mization of Type II error. Moreover, using the wrapper method it is expected to
find the best subset of variables that can explain risk of CHD. The hypotheses
defined were:

H0 : The patient does not have risk of CHD;
H1 : The patient has risk of CHD.

Thereby, Type II error is committed when the model predicted that the
patient does not have risk of CHD, but he has. This type of situation should not
happen and must be minimized. It provides incorrect information and it can be
detrimental to patient health. Conversely, Type I error happens when the model
predicts that the patient has risk of CHD, but he does not have. This situation
is a false alert. These two situations can affect the patient’s health, but also the
time of doctors and the resources available. Considering these details, Type II
error leads to a worse situation than Type I error. For this reason, Type II error
and accuracy were the measures to take into account.

3.2 Implementation Details

In order to implement the proposed methodology, the software MatLab® [26]
was used.

Firstly, a single-objective optimization was conducted, using the ga func-
tion from the Global Optimization Toolbox. In this approach, the objective
functions were maximizing accuracy and minimizing type II error, separately.
Three different feedforward NN were performed to predict the risk of CHD, us-
ing feedforwardnet function. The number of layers and the number of neurons
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per layer are the following: one hidden layer with eight neurons (NN1), two
hidden layers with eight and four neurons (NN2), respectively, and three hidden
layers with eight, four and two neurons (NN3). With these three feedforward NN
it is intended to evaluate which one has the best performance. Besides that, the
number of epochs was set to 750 and the training ratio parameter was defined
as 1 to consider the same training set along the optimization. As a consequence,
the validation and test ratio were defined as 0. Relatively to the optimization
parameters concerning the genetic algorithm, the default values were considered,
except the population size option set to 100.

Thereafter, a multi-objective optimization was addressed to maximize accu-
racy and minimize Type II error, simultaneously. The multi-objective optimiza-
tion was performed using the gamultiobj function, where the standard options
were used, except the use of the adaptive feasible mutation and the population
size set to 100.

4 Results

This section begins by making a descriptive analysis of the Framingham dataset
to be used in this work. Thereafter, a feature selection optimization using the
feedforward neural network was performed. The results for single and multi-
objective optimization are presented and discussed.

4.1 Dataset Description

Framingham dataset [2] contains information about 4240 patients. There are
cases where variables are missing, so these cases were not considered in this study.
Thus, only information about 3658 patients was analyzed. Table 2 presents the
description of Framingham variables, where the Risk of CHD is the dependent
variable and all the others are independent variables. The independent variables
contain different types of information, namely demographic, behavioral and med-
ical information. A codification for each variable is given in Table 2 to facilitate
the identification of the selected variables.

In this data, 55.63% are women and 15.23% of patients were diagnosed with
the risk of future CHD. The youngest patient is thirty-two years old and the
oldest is seventy years old. Fig. 3 shows the risk of CHD by gender. It can be
observed that more men were diagnosed with the risk of future CHD, approxi-
mately, 18.92%. In contrast, 12.29% of women were diagnosed with CHD. With
this representation, there are, by far, more patients that were diagnosed with no
risk of CHD.
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Table 2. Description of Framingham variables.

Type of information Variable Codification

Demographic
Gender G
Age A
Education level EL

Behavioral
Current Smoker (Yes or No) CS
Cigarettes per day CPD

Medical

Blood pressure medication (Yes or No) BPM
Had a stroke (Yes or No) HS
Hypertensive (Yes or No) HYP
Diabetes (Yes or No) DIAB
Total cholesterol level TCL
Systolic blood pressure SBP
Diastolic blood pressure DBP
Body mass index BMI
Heart rate HR
Glucose level GL
Risk of CHD (Yes or No) CHD Risk

Fig. 3. Risk of CHD by gender.

4.2 Single-objective Optimization

The different models constructed and the respective results for the single-objective
optimization are presented in Table 3. First column reports the NN character-
ization showing the number of layers and the number of neuron per layer. The
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following columns present the variables retained and the percentage values for
Type II error and accuracy.

Table 3. Type II error and accuracy results for NN1, NN2 and NN3.

NN Variables
Type II
Error

Accuracy

8
G, A, HYP, DBP, GL - 84.82%
G, A, EL, CS, CPD, HYP, DIAB, TCL, SBP, DBP BMI, GL 80.73% -

8,4
BPM, HS, HYP, DIAB - 85.64%
G, A, EL, HYP, DIAB, SBP, DBP, BMI, HR, GL 84.11% -

8,4,2
BPM, HS, HYP, DIAB - 85.64%
G, A, EL, CS, CPD, HYP, DIAB, SBP, DBP, BMI, GL 78.90% -

The lowest value for Type II error was obtained with NN3 and the highest
value for accuracy was achieved with NN2 and NN3. Thereby, when the NN
size increases the accuracy value is established. However, for the variation of
Type II error was different. The Type II error value in NN2 was the worst and
it improves with NN3. The results showed that Type II error criterion requires
more variables than the accuracy criterion to predict the risk of CHD.

If it is important to just maximize accuracy, BPM, HS, HYP, and DIAB
are the subset of variables to be taken into account. These variables are all
qualitative. When the answer for these variables is no, there are 2206 in 3658
patients that do not have the risk of CHD. On the other hand, when minimizing
the Type II error, G, A, EL, CS, CPD, HYP, DIAB, SBP, DBP, BMI, and GL are
the variables to be taken into consideration. These results are in accordance with
the literature that refers to the association of high blood pressure, overweight,
and high cholesterol with large increases in the incidence of heart disease [15,19].
Type II error considers blood pressure (SBP and DBP) and overweight (BMI)
as the most important variables.

4.3 Multi-objective Optimization

In the multi-objective optimization, the NN3 with the best performance for
single-objective optimization (see Table 3) was considered.

The Pareto front, in Fig. 4, provides information about the seven different
non-dominated solutions achieved. This curve allows to analyze the trade-offs
between solutions. It can be seen that the solution corresponding to a Type II
error of 70.64% and an accuracy of 85.50% is a good compromise between the
two criteria.

Table 4 presents the variables retained, Type II error and accuracy values for
each non-dominated solution. According to the results, it can be concluded that
when the Type II error increases, the accuracy value also increases. Thus, G, A,
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Fig. 4. Pareto front: Type II Error against Accuracy.

Table 4. Multi-objective optimization results.

Variables Type II Error Accuracy

G, A, EL, HS, HYP, DIAB, TCL, SBP, DBP, HR, GL 65.14% 82.90%
G, A, EL, SBP, DBP, HR, GL 66.97% 83.45%
G, A, EL, HS, SBP, DBP, HR, GL 67.89% 83.58%
G, A, EL, HS, HYP, DIAB, TCL, SBP, DBP, HR, GL 68.81% 83.99%
G, A, CPD, HYP, DIAB, SBP, DBP, HR, GL 70.64% 85.50%
G, A, CPD, HYP, SBP, DBP, GL 72.48% 85.64%
G, A, HS, TCL, SBP, HR, GL 77.98% 86.46%

SBP, and GL variables are present in the seven solutions. While the variables
CS, CPD, BPM, and BMI do not enter into any model. Moreover, the variable
TCL is only used in three solutions.

In addition, there are two solutions with the same variables, but the criteria
values are different. The NN weights were optimized in each solution and this can
be the reason for these results. The best values for Type II error and accuracy
were 65.14% (accuracy is equal to 82.90%) and 86.46% (Type II error is equal
to 77.98%), respectively. The “best” solution depends on whether the decision-
maker gives more importance to Type II error or accuracy.

4.4 Discussion of Results

CHD leads to heart attacks, hence the importance of analyzing what factors can
be measured to prevent this from happening. Over the years, different expensive
applications have been developed to assist the decision-making.
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Different machine learning techniques were carried out to assess which one
presents the best results. Moreover, NN is commonly applied in the healthcare
sector. Some researchers used optimization methods to optimize the NN weights
and perform different feature selection methods. In this particular situation, it
is more important to identify and understand the risk factors that lead to CHD.
Kim and Kang identified that triglyceride and chronic renal failure were related
to CHD [23]. In another study, sex, age, cholesterol, fasting blood sugar, resting
electrocardiograph results, angina experience, ST depression, and slope of the
peak exercise were the best subset of variables to predict heart disease [17].
Besides that, high blood pressure, overweight, hypercholesterolemia, SBP, DBP,
and pulse rate were also identified as risk CHD factors [15,19].

This study combines a machine learning technique (NN) and feature selection
optimization, whose objectives were to maximize accuracy and minimize Type II
error. When a NN is performed in MatLab, the weights are optimized to minimize
the mean square error. The wrapper method was performed to identify the best
subset of variables capable to predict CHD.

In a first approach, a single-objective optimization was conducted and, an
interesting remark is that Type II error requires more variables to predict the
risk of CHD than the accuracy criterion. Moreover, the NN3, with three layers,
presented the best results in both cases (85.64% for accuracy and 78.90% for
Type II error). Thereby, if it is intended to maximize accuracy, the variables to
take into consideration are BPM, HS, HYP, and DIAB, whereas if only Type II
error is taken into account, it considers G, A, EL, CS, CPD, HYP, DIAB, SBP,
DBP, BMI and GL.

Furthermore, using multi-objective optimization, seven different solutions
were obtained. In terms of risk CHD factors, G, A, SBP and GL variables are
included in all of these solutions. This means these variables must be controlled
to prevent CHD. Some other variables can be added to this list, but it depends
on whether the Type II error is more important than accuracy or vice versa.
The Type II error values are too high (65.14%-77.98%), which may be related
to the sample size [31]. In Fig. 3 it is possible to see that there are more patients
without risk of CHD, where only 15.23% of the patients were diagnosed at risk
for CHD.

5 Conclusions

The main goal of this paper is to identify the best subset of risk factors that can
be used to prevent CHD. In this study, the Framingham dataset was used for
validation purposes. Firstly, a single-objective optimization was carried out in
order to minimize the Type II error and maximize accuracy. Secondly, a multi-
objective optimization was conducted to simultaneously optimize both objec-
tives. Thereby, the wrapper method was used to obtain the more important risk
factors.

Three NN characterizations were used in single-objective optimization, con-
sidering different numbers of layers and neurons per layer, in order to assess
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which one gets the best results. In this approach, one interesting remark is that
Type II error considers more variables than accuracy. The lowest and highest
value for Type II error and accuracy was 78.90% and 85.64%, respectively. Risk
factors G, A, EL, CS, CPD, HYP, DIAB, SBP, DBP, BMI, and GL must be
taken into account when the criterion is to minimize Type II error. On the other
hand, the subset of the variables BPM, HS, HYP, and DIAB must be considered
when the criterion is to maximize accuracy. All of these variables are qualitative.

In the multi-objective optimization, seven non-dominated solutions were ob-
tained, where G, A, SBP and GL variables belong to all of them. Therefore,
these variables can be considered the risk factors to pay more attention to pre-
vent CHD.

As future work, the implementation of different machine learning techniques
can be performed, like logistic regression, support vector machine, and random
forest, to identify which method has better results. Moreover, a distinct feature
selection method, such as the embedded method, and the selection of other
performance measurement criteria can also be implemented.
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