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Action recognition of point-light displays presented with semantically (in)congruent 

auditory stimuli : Behavioral correlates  

 

Abstract 

Humans are experts in identifying and understanding other's movements. The visual information is often 

enough for a very accurate action identification. However, actions usually have an associated sound and 

thus the integration between visual and auditory modalities can benefit perception. Considering the 

improved identification driven by the integration of multiple sensory information, researchers began to 

investigate how such inputs are integrated in a unified percept. Following such line of investigation, we 

aimed to evaluate if the presence of congruent/incongruent action sounds would improve/impair 

recognition of the visual Point-Light Display (PLD) of human actions and if non-biological PLDs 

accompanied by action sounds would bias participants into a false perception of visual human action. 

Therefore, participants were presented with several masked human and scrambled PLD videos 

accompanied by sounds that were either biological or a white noise and asked to judge if the video 

depicted a human figure or not and in the affirmative case, they should name the action. Results showed 

a significant enhancement for audiovisual biological congruent when compared to the visual biological 

paired to auditory noise and unimodal visual stimuli. Similarly, a significantly better performance on action 

recognition occurred for the audiovisual biological congruent condition when compared to the unimodal 

visual stimuli. Lastly, considering the scramble stimuli we found a significant bias towards the 

identification of a human figure for the visual stimuli paired to auditory noise when compared to the 

unimodal visual scramble condition.These findings suggest that adding coincident sounds to a human 

action visual display impacts human figure identification and action perception in biological PLDs and 

that insignificant sounds might lead to confound perception of non-biological PLDs. 

 

Keywords: action recognition; biological motion; multisensory integration; point-light displays; 

semantic congruence  
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Introduction 

One important characteristic of the human being is the ability to identify and understand others' 

movements with high accuracy (Lapenta et al., 2017). Such ability is also essential for survival to both 

prey and predator (Thornton, 1998) and further allows effective communication and interaction 

(Thompson & Parasuraman, 2012).  

Humans are so skilled in recognizing and interpreting other`s movements that accurate 

interpretations occur even in the absence of pictorial information, e.g., hand shadows (Alaerts et al. 2009, 

2015) and point-light displays (Ulloa & Pineda 2007; Krakowski et al. 2011; Lapenta et al., 2017). 

Although there are different explanations concerning how humans process biological motion, one 

integrative view is that people's understanding of movements and actions occur throughout their 

experience and a higher-level processing (Blakemore & Decety, 2001). In this sense, it is suggested that 

the processing of observed actions occurs in an active manner, thus comprehension is elaborated by the 

connection between sensorial and motor nodes (Pulvermüller & Fadiga, 2010). Therefore, action 

recognition occurs by transposing the observed actions into one’s own repertoire (Buccino et al., 2014, 

Blake & Shiffar, 2007; Rizzolatti & Craighero, 2004).  

One way to investigate how humans process and recognize actions is by using Point Light 

Displays (PLD) which are generated by filming human actors wearing dark suits with reflector patches 

attached to their major joints. The first author to use this technique was Johansson (1973) and it was 

later adopted in many studies concerned with the neural basis of biological motion perception (e.g., Vonck 

et al., 2015). 

According to Thompson and Parasuraman (2012) there are multiple brain regions involved in 

serial and parallel processes that account for perceiving and understanding human actions. The middle 

temporal area (MT) is involved in the detection of motion whereas the inferior parietal lobe (IPL), the left 

anterior intraparietal sulcus (aIPS) and the inferior frontal gyrus (IGF) seem responsible for interpreting 

and understanding the goals and intentions of the actions. Finally, the ventral premotor cortex (vPMC), 

the superior temporal sulcus (STS) and the extrastriate body area are likely linked to the kinematic goals 

and the integration of action intentions and body form, respectively. 

Multiple sensorimotor brain regions have been shown active during action observation and thus 

this circuitry has been called Action Observation Network (AON) (Blake & Shiffrar, 2007; Caspers et al., 

2010; Gazzola et al., 2007). The core regions of this network include the IFG, PMC, IPL, posterior MT, 

and the pSTS (Blake & Shiffar, 2007; Kilroy et al., 2019). The AON contributes to the understanding of 
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others' actions by mapping those actions into our own repertoire. Specifically, its activation is believed to 

reflect an internal simulation of the observed actions, which is corroborated by the recruitment of motor 

representations, in accordance to the Penfield homunculus, involved in the observed action (Buccino et 

al., 2001 Lapenta et al., 2013). Therefore, it is involved with the processing of the goals and intentions 

of others’ actions (Blake & Shiffar, 2007; Gazzola et al., 2006; Ortigue et al., 2010). 

Behaviourally, relevant human motion information is received through multiple sensory 

modalities, and our perception is shaped by the co-occurrence and integration of these sensory events 

(Thomas & Shiffrar, 2013). When we are presented with two stimuli modalities, such as auditory and 

visual, e.g., by adding action auditory information to a PLD video, the observer can either perceive them 

as referring to the same unitary audiovisual event or referring to two separate unimodal events. This 

percept is mainly modulated by temporal and spatial congruence of the two stimuli which hint the 

observer concerning if the two stimuli are or not arriving from the same source (Spence, 2007). 

Integrating multisensory inputs require a coordinate work of a large-scale brain network, including 

the auditory (van Atteveldt et al., 2007a, 2007b; Zhou et al., 2020) and visual (Macaluso et al., 2004; 

Zhou et al., 2020) cortices, the frontoparietal dorsal attention network (Binder, 2015) and other regions, 

such as superior colliculi (Calvert et al., 2001), the insula (Bushara et al., 2001; Lamichhane et al., 

2016), the inferior parietal cortex (Adhikari et al., 2013; Dhamala et al., 2007) and the superior temporal 

sulcus (Marchant et al., 2012; Noesselt et al., 2012; Stevenson et al., 2010; Stevenson et al., 2011). In 

particular, STS has been demonstrated as an important multisensory hub (Bolognini & Maravita, 2011; 

Bolognini et al., 2010; Marques et al., 2014; Stevenson et al., 2011) composed by two anatomically 

distinct subregions being one more sensitive to low-level temporal synchrony, and other responsible for 

processing the multisensory integration at a higher cognitive level (Zhou et al., 2020).  

Several psychophysical studies have shown that meaningful congruence impacts multisensory 

perception of actions (e.g., Eramudugolla et al., 2011; Thomas & Shiffrar, 2013), human speech (e.g., 

Grant & Seitz, 2000; Vatakis et al., 2008) and emotions (e.g., Collignon et al., 2008) by promoting faster 

and more accurate perception. 

At the action perception domain several researchers demonstrated that meaningful congruence 

of multimodal inputs improves perception. Thomas and Shiffrar (2010), developed a study comparing 

the detection of masked point light walkers in visual (unimodal) and in audiovisual conditions. At the 

audiovisual conditions the participants heard either with simple tones or footsteps sound temporally and 

spatially coincident with the movement of the point light walker. They found increased detection sensitivity 

when visual displays were paired with the audio cues (footsteps) and the detection sensitivity decreased 
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when the displays were paired with simple tones. Demonstrating the role of experience and the meaning 

of the auditory input in the action recognition process. Aligned with such results, Van der Zwan and 

colleagues (2009) also demonstrated that meaningful congruence can influence multisensory processing, 

but in this case regarding gender information. Specifically, by using unambiguous gender specific auditory 

information paired to visual PLD of female walking sequences they found that the perceived gender was 

significantly influenced by the auditory cues when visual gender was ambiguous, therefore the gender-

ambiguous PLD when paired with auditory female sequences were judged more frequently as being 

female walkers than when presented with no auditory stimulus, even when using extreme male and 

extreme female PLD, thus indicating that such results were not a result of response bias and/or cognitive 

artefact. Additionally, such effects were not only a product of paring any auditory information. In a second 

experiment they used gender-neutral auditory cues and those did not significantly influence perceived 

PLD gender. Furthermore, Arrighi et al., (2009) also measured the perception of audiovisual tap dancing 

and found that the audio tap information influenced the visual motion information, but only when AV 

stimuli were synchronous. 

These studies combined bring strong psychophysical evidence that meaningful congruence along 

with visual and temporal synchrony of visual and auditory information influence visual sensitivity and the 

final perception of human movements. 

However, some contradictory findings have also been reported, questioning the weight of 

temporal congruence (Jack & Thurlow, 1973). In this sense, Thomas and Shiffrar (2013) demonstrated 

that hearing footsteps sound enhanced visual sensitivity to walking motion, regardless of whether they 

are temporally synchronous with the PLD. Therefore arguing that temporal synchrony of multiple sensory 

inputs can be beneficial but doesn't seem crucial regarding human action perception. 

In sum, the above mentioned studies suggest that adding sounds to a human action visual display 

can impact visual sensitivity and movement identification. Therefore, action perception, as many other 

cognitive functions, benefits from multisensory inputs and their integration. When two congruent sensory 

modalities are presented the attention directing towards the target stimuli of the task is increased. In 

addition, the congruence of these auditory stimuli can benefit, for example, the perception and 

identification of actions.                          

Still, most studies use simple tones and/or only one type of movement (e.g., point-light walking 

videos). Further, the stimuli employed are typically presented for a long period of time, which does not 

allow to evaluate if the AV integration is also beneficial in short and punctual action stimuli. Finally, usually 

only the auditory stimuli is manipulated and not the visual one. Herein, we aim to fill such gaps by bringing 
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three novel approaches. Firstly, we paired action sounds with meaningful or not meaningful visual actions, 

in contrast with the simple tones that are usually used. Secondly, we used short videos (~1 s long), 

contrary to other studies that use long and repetitive videos. This is extremely important since the impact 

of auditory stimuli on action recognition hasn't been checked in shorter amounts of time, and this could 

bring insights on if auditory stimuli can be beneficial even in very punctual and brief movements. Thirdly, 

we manipulated both auditory and visual stimuli, i.e., we proposed a pool of visual action movements 

congruently or incongruently paired to a pool of action sounds.  which could clarify the weight of each 

modality and if participants tend to rely more on one of the modalities and further, we used both 

meaningful and non-meaningful sounds with non-meaningful visual stimuli, in order to see if auditory 

action sounds can bias participants inducing human perception in scrambled point light motion, i.e., not 

depicting a human action.  

Hitherto, we aim to bring novel insights with our methodological approach to further explore how 

auditory stimuli impact the recognition of human actions. Specifically, we sought to evaluate if the 

presence of congruent/incongruent action sounds would improve/generate wrong (respectively) 

recognition of visual PLD actions and further, if the non-biological PLD accompanied by action sounds 

would generate a fake perception of human action. Therefore, we hope to add evidence on how the 

audiovisual integration affects behavioral responses of the broad domain of action perception, thus 

unveiling human perception when the audiovisual in(congruency) is integrated during action recognition, 

which frequently happens in our daily lives. 

Methods 

Participants 

Participants were recruited through the credits platform system provided by the School of 

Psychology of the University of Minho. Inclusion criteria were: males and females, with 18 to 40 years 

old, with normal or corrected-to-normal vision; no history of neurological or psychiatric disorders. All 

participants gave their informed consent previous to participation in this experiment and were informed 

of their right to withdraw their participation at any time and that their data would be anonymized.  

This study was elaborated in accordance with the declaration of Helsinki and was approved by 

the local Ethics Committee to the Investigation on Social and Human Science of the University of Minho, 

Braga, Portugal (CEICSH 069/2020). Initially, a total of 119 participants were recruited online. Subjects 

were debriefed about the aims of the study before starting the survey. Twenty subjects were excluded for 
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completing less than 75% of the experiment. Thus the final sample consisted of 99 participants aged 

between 18 and 38 years old (Mean = 20.88 ; SD= 3.70) residing in Portugal, 93 right-handed and 6 

left-handed. None of the participants reported having psychiatric disorders. Concerning medication intake, 

2 participants reported using allergy-related medication, and 1 reported the use of anxiolytics. 

Conception of the stimuli 

Visual Stimuli 
This investigation used the database created by Lapenta and colleagues (2017), which is 

composed of short videos of one cycle of Point-Light Scrambled and Human movements, performed by 

athletes at natural velocity. From their pool of 15 recommended human actions we have selected 7 to 

compose our visual biological (Vbio) condition. The criteria of selection was based on the action itself 

having a sound related to the movement; for example, 'stretching' that does not have a specific action-

related sound was not included. The selected movements were: walk, jump rope, jump, march, soccer 

kick, lateral step and jumping jack. In consonance we had also selected 7 from their recommended 14 

scrambled (i.e., non-biological) movements to compose the visual scramble (Vscr) condition.  

Because humans have a great ability to recognize human motion (Cutting et al., 1998) even 

when they are briefly presented as our stimuli (~1 s) we add a visual noise, i.e., a mask of moving point 

lights along with the actual stimuli) which is typically applied to increase difficulty of the task when using 

PLD (e.g., Hiris et al., 2005; Lu & Liu, 2006). For creating this mask, we add extra moving dots to visual 

stimuli, specifically more twenty two points, this generates noise to the visual stimuli thus making them 

more difficult to be identified by the participant. The creation of the 22th point mask and the video editing 

to add the scramble masking was done on Blender software 2.91.2 (Blender Foundation and Institute, 

Community, 2018). The Blender software comprises an open and free 2D and 3D creation that supports 

the totality of 3D pipeline-modeling, rigging, composition, rendering, motion tracking and video editing 

feature (Community, 2018).  

Auditory Stimuli 

The auditory action stimuli were selected from different available online databases and the white 

noise sound used was provided by the Perception, Interaction and Usability Domain Lab from the Center 

of Computer graphics located in Guimarães, Portugal. 

The sounds were equalized for perceived loudness following the Cambridge loudness model 

(Moore & Glasberg, 1997; also applied by Varlet et al., 2020) using Matlab (The MathWorks Inc., Natick, 
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MA, USA). This Matlab code was written for a procedure for the computation of loudness of steady sounds, 

called ANSI S3.4-2007 (ANSI, 2007), the model of Moore and Glasberg (2007), ending by being proposed 

as standardize method for calculating loudness, the ISO 532- 2 standard (ISO, 2016) . 

Before adding the sounds to the videos, an online study with 48 participants (aged between 18 

and 42 years old) was performed in order to evaluate if the sounds were perceived as the action they 

represent. The task, built at Qualtrics (Qualtrics, Povro, UT) online platform, consisted in the presentation 

of each sound twice and in random order. After hearing each sound participants had to choose an answer 

between two options of actions that the sound could be representative of. All sounds were correctly 

recognized, i.e., as the expected action, at a rate above chance (Table 1). Additionally, we computed each 

participant's mean score for each sound (considering 1 for correct and 0 for incorrect answers) and 

performed a one sample t-test for each sound to evaluate at the group level if the rate of accurate response 

significantly differed from zero. Furthermore, Bayesian equivalent tests were performed to report 

statistical evidence using Bayes Factor (BF10) denoting the level of evidence of the alternative hypothesis. 

As can be seen  in Table 1, the t-test analysis for all sounds were statistically different from zero and 

further, suggested as a more reliable alternative (e.g., Van der Linden et al., 2018) than the null 

hypothesis. According to Jeffreys (1961) guidelines, our obtained values (greater than 100) indicate a 

decisive evidence for H1, meaning that the responses from our sample in each sound was different from 

0. Thus, considering that zero and one would represent wrong and right sound identification, we conclude 

that all of our selected sounds were perceived as representing the action that they intended to. 
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Table 1. 

One sample T-test,  Bayes Factor ( BF10 ) values for each sound, and Means and standard deviations of 

correct answers for each sound 

Sounds T statistic df p Mean (SD) BF10 

Jump Rope 54.87 47.0 <0.001 0.969 (0.17) 4.36440 

Soccer Kick 67.19 47.0 <0.001 0.979 (0.20) 4.28744 

Jump 20.34 47.0 <0.001 0.792 (0.41) 5.70221 

Jumping Jack 11.21 47.0 <0.001 0.594 (0.49) 9.83211 

March 9.88 47.0 <0.001 0.563 (0.50) 1.71510 

Walk 12.38 47.0 <0.001 0.625 (0.49) 2.90613 

Lateral Step 12.35 47.0 <0.001 0.708 (0.46) 2.70013 

Audiovisual stimuli combination 

The auditory stimuli was combined with the visual stimuli in video using Adobe Premiere Pro 

(Adobe Systems, 2017). All videos were exported in mp4 format with a frame size of 800x600 pixels, a 

frame rate of 29.97 frames/s. 

Importantly, for the temporal synchronicity of the audiovisual stimuli, we based the sound 

positioning on their natural occurrence at audio visual biological congruent condition (AVbioCong). In 

order to do that, videos of similar real actions were checked to assure that our combination of auditory 

and visual stimuli were done on an ecological valid temporal binding window. Following, for each 

corresponding counterpart of the other conditions, i.e.,  auditory biological and visual scramble condition 

(AbioVscr); white noise auditory stimuli with the visual scramble condition (AnoiseVscr); and audio visual 

biological incongruent (AVbioInc), the auditory stimuli were presented at the same time points as in the 

AVbioCong condition. Therefore, the sound in all different conditions was presented at compatible timings.  
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Finally, once we had the stimuli ready we set up the experimental design and programmed the 

task on Qualtrics (Qualtrics, Povro, UT). 

General Procedure  

Participants were asked to complete an online survey, which took approximately 30 minutes. 

First, they read and virtually signed the informed consent, following they provided answers regarding 

dominant hand, psychiatric history, medical conditions and medication. Then,  participants performed a 

judgement task composed by the following  conditions:  

- Visual Scramble (Vscr): In this condition we present only the scramble videos (without the 

sound); 

- Visual Biological (Vbio): In this condition we present only the biological videos (without the 

sound); 

- Visual Biological with Audio Congruent (VbioAbioCong): In this condition we present biological 

videos together with correspondent biological sounds; 

- Visual Biological with Audio Incongruent (VbioAbioInc): In this condition we present biological 

videos together with a different sound also biological but not correspondent to the video; 

- Visual Biological with Audio Noise (VbioAnoise): In this condition we present biological videos 

together with a white noise sound; 

- Visual Scramble with Audio biological (VscrAbio): In this condition we present scramble videos 

together with biological sounds (the ones that we use on VbioAbioCong condition); 

- Visual Scramble with Audio Noise (VscrAnoise): In this condition we present scramble videos 

together with a white noise sound. 

Each biological and scrambled combination was presented twice in each category. Therefore, the 

task was composed of a total of 98 trials. Each trial started with a fixation cross in the center of the screen 

for 500 ms followed by one video presentation (approximate duration of 1 s). As soon as the video ended, 

participants were asked if they could see a person in the video (using a forced-choice of yes or no). When 

participants replied yes, a follow up question appeared asking what was the action that the person on the 

video was doing, for which they should respond by typing the perceived movement. After replying, another 

trial started. This repeated until all videos from all conditions were presented (please see Figure 1 for an 

overview of the online task). 

 

 



 14 

Figure 1. 

Overview of the online task

 

 Note. This diagram represents an overview of how the task is organized and its presented, from the 

instructions and examples until the questions that are done regarding the video.  

 

After the presentation and evaluation of all the videos the participants were asked to answer some 

questions about the task (e.g., the number of points on the video add difficulty to your response?). 

Data Analysis 

Analyses were performed with Jamovi software (The jamovi project, version 1.6.23), considering 

alpha=5%. 

For the biological movement stimuli, two analyses were performed in order to evaluate differential 

perception according to the uni- and bimodal AV conditions.  

Firstly, we evaluated participants' judgement regarding the Human identification. Therefore, we 

computed each individual percentage of correct responses, i.e., when participants answered seeing a 

person in the biological videos of each condition. Following a repeated measures ANOVA was conducted 

to compare the percentage of correct answers of human movement identification considering condition 

(VbioAbioCong vs VbioAnoise vs VbioAbioInc vs Vbio) as within-subjects factor.  

Secondly, we evaluated the identification of Actions in the video. Similarly for Human analysis, 

we computed each individual percentage of correct responses, i.e., when participants perceived the 

correct visually presented action. A rmANOVA was conducted considering conditions (VbioAbioCong vs 

VbioAnoise vs VbioAbioInc vs Vbio) as within-subjects factor. 

Regarding the Scramble movement stimuli, we also evaluated participants' judgement regarding 

Human identification. Therefore, we computed each individual percentage of correct responses, in this 

case, when they reported not seeing a person in the visually presented stimuli. Following, a rmANOVA 

was conducted considering condition (Vscrvs VscrAbio vs VscrNoise) as within-subjects factor. 
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Results 

Biological Human identification 

The rmANOVA for perceiving a human figure presented a significant effect of condition (F3, 294 = 

5.67; p < .001; η2
p = 0.055; BFIncl= 18.1). Bonferroni post hoc comparisons showed that such effect was 

due to a significant difference between the percentage of correct answers in the VbioAbioCong condition 

when compared to VbioAnoise (p = 0.027; BF10= 5.703) and Vbio (p = 0.003; BF10= 44.705) (Figure 2). 

Specifically, when AV biological stimuli are congruently presented, participants identify more the human 

figure when compared to the VbioAnoise, and Vbio (Table 2). The comparison between Vbio and 

VbioAbioInc (p = 0.055; BF10= 3.081), showed a trend for a significant effect, supported by the bayesian 

analysis that showed substantial evidence for the alternative hypothesis. The comparisons between 

VbioAbioCong and VbioAbioInc (p = 1.00; BF10= 0.270), VbioAbioInc and VbioAnoise (p = 0.450; BF10= 

0.525 ), Vbio and VbioAnoise (p = 1.00; BF10= 0.143) were not significantly different. The percentage of 

correct answers can be seen in Table 2. 
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Figure 2. 

Correct responses for Biological Human identification 

 

Note: VbioAbioCong condition resulted in higher human identification when compared to Vbio and 

VbioAnoise conditions.  

* p < .05; **p < .01; x p = trend for a significant effect 
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Table 2.  

Mean and Standard deviation of the percentage (%) of correct responses on Biological Human 

Identification 

Condition Mean (SD) % 

VbioAbioCong 87.8(20.2) 

Vbio 84.8(21.5) 

VbioAbioInc 86.8(21.1) 

VbioAnoise 85.5(21.6) 

 

Biological Action identification 

The rmANOVA for identification of actions yielded a significant effect of condition (F3,294=3.86 ; p 

=0.010; η2
p=0.038;BFIncl= 1.76). Bonferroni post hoc comparisons showed that such effect was due to a 

significant difference between the percentage of correct answers in the VbioAbioCong condition when 

compared to Vbio (p = 0.006; BF10= 22.78) (Figure 3). Specifically, when VbioAbioCong stimuli are 

presented, participants identify more correct actions when compared to Vbio (Table 3). The comparisons 

between Vbio and VbioAbioInc (p = 1.00; BF10= 0.157), Vbio and VbioAnoise (p = 0.201;BF10= 1.013), 

VbioAbioCong and VbioAbioInc (p = 0.124; BF10= 1.526), VbioAbioCong and VbioAnoise (p = 1.00; BF10= 

0.172), VbioAbioInc and VbioAnoise (p = 1.00; BF10= 0.231), were not significantly different. The 

percentage of correct answers can be seen in Table 5. 
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Figure 3. 

Correct responses for Biological Action identification 

 

Note: VbioAbioCong condition resulted in promoted more correct action identification when compared 

to Vbio condition. 

**p < .01 
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Table 3.  

Mean and Standard deviation of the percentage (%) of correct responses on Biological Action Identification 

Condition Mean (SD) % 

VbioAbioCong 64.7(21.3) 

Vbio 61.6(21.8) 

VbioAbioInc 62.4(22.4) 

VbioAnoise 63.7(22.4) 

 

Scramble Human identification 

The rmANOVA for perceiving a human figure yielded a significant effect of condition F2,196=6.68 ; 

p =0.002; η2
p=0.064;BFIncl= 13.8). Bonferroni post hoc comparisons showed that such effect was due to 

a significant difference between the percentage of correct answers in the Vscr condition when compared 

to VscrNoise (p = 0.002; BF10= 33.43) (Figure 4). Specifically, in the VscrAnoise conditions participants 

perceived more the human figure in the stimuli that actually did not depict it. The comparison between 

Vscr and VscrAbio (p = 0.070; BF10= 1.377), showed a trend that we assumed to be not significant as the 

bayesian analysis showed anedoctal evidence for the null hypothesis. The comparison between VscrAbio 

and VscrNoise (p = 0.515; BF10= 0.277) was also not significant. The percentage of correct answers can 

be seen in Table 4. 

 

 

 

 

 

 

 

 

 



 20 

Figure 4. 

Correct responses for Scramble Human identification 

 

Note: VscrAnoise condition resulted in less accurate response, i.e., bias for  more human identification,  

when compared to the unimodal Vscr condition. 

**p < .01 
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Table 4.  

Mean and Standard deviation of the percentage (%) of correct responses on Scramble Human 

Identification  

Condition Mean (SD) % 

Vscr 75.5(21.2) 

VscrAbio 72.9(20.4) 

VscrAnoise 71.4(18.9) 

 

Discussion 

The environment simultaneously stimulates several of our senses, this is also true during human-

human interactions (Thornton, 1998). For example, often one must integrate action sounds or 

disentangled sounds from other sources when observing and interpreting other´s movements. 

Considering the relevance of the auditory cues in human action discrimination, the central aim of this 

study was to explore how action and non-action sounds might impact the recognition of visual 

representation of human shape and actions. Specifically, we sought to evaluate if the presence of 

congruent/incongruent action sounds would improve/impair recognition of the visual PLD of human 

actions and further, if non-biological PLD accompanied by action sounds would bias participants into a 

false perception of visual human action. 

The main findings of this study were: i. a significant enhancement of human identification for AV 

biological and congruent stimuli when compared to visual biological paired to auditory noise and to 

unimodal visual stimuli; ii. a significant bias towards the identification of the human figure on visual 

scramble displays paired to auditory noise when compared to the unimodal scrambled condition; iii. a 

better performance of action recognition for AV biological congruent when compared to the unimodal 

visual stimuli. 

The improvement in biological human identification at AV biological congruent stimuli when 

compared to unimodal visual stimuli and visual biological stimuli paired to auditory noise suggests that 

congruent AV multisensory integration occurred and benefited perception. Such results are aligned with 



 22 

previous findings showing that visual sensitivity to human figure is enhanced by the presence of 

temporally coincident sounds (e.g., Thomas & Shiffrar, 2010; 2013) and extends such findings by 

demonstrating that semantic congruence also plays a role.  

However, in contrast to the initial hypothesis, there was no difference between the AV biological 

congruent and incongruent stimuli. It can be argued that any action sound suffice to improve human 

identification because of its human nature, as the semantic conflict present in the biological incongruent 

condition may have less robust effect. Still, the incongruent condition also didn’t differ from the VbioAnoise 

or Vbio, but there was an important trend with substantial evidence for it to differ from VBio. Therefore, it 

is arguable that there might be subtle differences in the processing of each condition that our task is not 

sensitive to capture.  

This is in line with the findings of Laurienti et al., (2004) where semantically congruent 

combinations of color circles and color words vocalizations but not their incongruent combinations 

resulted in enhancement on the cross modal discrimination task. This task required the participants to 

press a red or blue button according to the stimuli that was being presented (red or blue circle or the 

vocalization of the word blue or red). The congruent conditions occurred when the color of the circle 

matched the color word vocalization. On the other hand the incongruent condition consisted of a green 

circle paired with the blue or red vocalization, or a blue or red circle paired with the vocalization of the 

word green. 

The present results do not allow for a more complex evaluation regarding the role of AV semantic 

congruence of actions. Further studies with similar paradigms coupling physiological measures of brain 

activity are needed to clarify the level of integration of AV modalities regarding both their nature (i.e., 

biological vs. non-biological) and semantics (congruent vs. incongruent multimodal biological stimuli). In 

particular, the superior temporal sulcus (STS) shows a particular activation to audiovisual stimuli when 

compared to the unimodal (auditory or visual) stimuli (Bruce et al., 1981; Hein et al., 2007). Therefore, 

the STS could be a target area to investigate using our audiovisual paradigm, in order to find if our 

congruent and incongruent audiovisual conditions activate this area in the same way, or if the congruence 

plays a role in the activation of this area. Additionally, it would be important to see if the medial prefrontal 

cortex (dACC/pre-SMA) and more caudal regions of left dorsolateral prefrontal cortex would be activated 

by our AV incongruent stimuli, since a study from Mayer et al., (2017) found that these specific prefrontal 

areas were activated while resolving audiovisual stimulus conflict.  

In turn, the null effect when comparing VbioAnoise and Vbio was expected, and is in accordance 

with the modality appropriateness hypothesis (Welch & Warren, 1980). This hypothesis proposes that in 
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the case of bimodal stimulation, the sensory system with the higher acuity with respect to the most critical 

aspects of a task plays a predominant role on how multisensory inputs are integrated (Talsma et al., 

2010; Welch & Warren, 1980). In the VbioAnoise condition the sensory system with higher acuity was 

the visual one, while the auditory cue was a non-informative white noise. Consequently, the responses 

given in the VbioAnoise and Vbio were similar. 

The biological human identification findings corroborate our initial hypothesis on the effect of 

multimodal meaningful stimuli providing more cues and, therefore, increasing human visual detection 

when compared to unimodal or non-meaningful pairings. In turn, the semantic conflict in the incongruent 

condition may have a less robust effect. 

Regarding the scramble stimuli, our study also adds a novelty to the previous literature by 

evaluating the interference of sounds in human figure identification where in reality, there is not a human 

figure being displayed. Specifically, we showed that the presence of auditory noise induced more human 

figure perception when compared to Vscr condition. Previous research showed similar findings, 

demonstrating that the white noise presented in the pace of step-like motion, but not having the spectral 

characteristics of footsteps, activates the pSTS/pMTG region (Callan et al., 2017), a region known to be 

involved in biological motion processing (e.g., Blake & Shiffrar, 2007). The articulation of these previous 

findings with our results suggests that white-noise sounds combined to visual ambiguous or non-action 

visual stimuli somehow augment human motion processing and thus human figure identification, however 

this argument needs to be further explored, as we presented the white noise at crucial time-points of the 

real action sound, but it was a punctual, i.e., not paced, auditory cue. 

Contrary to what we expected to see in scramble conditions, the presence of a biological sound 

with a scramble visual stimuli did not bias the participants to see more human figures. Saygin et al., 

(2008) found that biological sounds enhanced visual sensitivity in the scramble stimuli and inverted point 

light walkers, but such effects are less robust when compared to the multisensory judgments of the 

upright point light walkers. Considering that there was a trend between VscrAbio and VscrNoise that did 

not reach statistical significance, the presence of biological sound might not have been enough for 

participants to attribute the sound of the action that is being heard to the scramble stimuli. This might be 

due to the shortness of our sound stimuli and it is also possible that the visual stimuli itself interfered 

with the actual sound recognition. Alternatively, it could be due to the small effect size and maybe a larger 

sample size could yield different and/or clearer results. It is worthy to mention that the Bayesian analysis 

on this comparison showed anecdotal evidence (Jeffrey, 1961) for the alternative hypothesis.  
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Regarding the action identification, only the combination of AV meaningful and congruent sounds 

improved performance when compared to the unimodal modality. These results are in line with the 

findings on biological human identification, which demonstrated that there is an enhancement with 

synchronous multimodal information over the unimodal information during the analysis of human action. 

Yet again, the AV congruent condition did not differ from any other AV pairings (i.e., VbioAbioInc and 

VbioAnoise). These results are partly aligned with the literature demonstrating that at action perception 

level, meaningful congruent inputs improve perception (e.g., Arrighi et al., 2009; Eramudugolla et al., 

2011; Thomas & Shiffrar, 2013) and such effects are likely mediated by AV multisensory and attentional 

mechanisms. In this direction Alink et al., (2008) investigated how the human brain integrates auditory 

and visual motion showing a relationship between auditory and visual brain activations that suggests that 

audiovisual motion capture relies on attentional shifts from the auditory to visual modality. One can 

hypothesize that there is an attentional directing towards visual stimuli due to the presence of sound. 

Therefore our results might be a combination of attentional and multisensory integration effects and that 

could be the reasons why we only see a significant difference between unimodal and AbioVbioCong 

conditions.   

   Moreover, it is likely that incongruent action sounds and the white noise sounds act as a 

confusion factors. In the AVbioInc and VbioAnoise the audiovisual information is either incongruent or 

ambiguous and, consequently will imply in divided attention as defended by many authors (e.g., 

Nakayama and Joseph, 1998; Thompson & Parasuraman, 2012; Thornton et al., 2002). In this line of 

thought Alink et al. (2018) tested how the brain integrates motion information when this information is 

different between sensory modalities, as it is the case of our AVbioInc and VbioAnoise conditions. The 

authors found that when the audiovisual information is not congruent, there is a decrease in the activation 

of the auditory motion complex (AMC). On the other hand, the visual motion area hMT/V5+ increased 

the levels of activation. Consequently, we can also argue that the reason why we didn’t see differences 

between our AV conditions could be that the participants mainly focused on the visual modality in an 

attempt to disentangle the discrepant visual and auditory information. Considering the findings from Alink 

and collaborators (2018), we can argue that the absence of effects between our AV pairings and the 

AVbioCong condition could have been related to a major activation in the visual areas compared to the 

auditory areas, however our experimental design do not allow for a concrete interpretation due to the lack 

of physiological measures that could provide information on specific brain area activations in the different 

conditions. 
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   Altogether, we propose that further neuroimaging studies using our audiovisual paradigm could 

elucidate if AVbioInc and VbioAnoise conditions lead to the  activation of the visual motion areas such as 

hMT/V5+ and decrease the auditory motion complex (AMC) recruitment (Alink et al., 2008). In addition, 

it would be interesting to evaluate if the attentional level varies and the frontoparietal dorsal attention 

network (Binder, 2015) is differently activated when AVbioCong and AVbioInc stimuli are presented. 

Ultimately, it would be of extreme relevance to explore if attentional areas such as frontoparietal dorsal 

attention network (Binder, 2015) and areas more related with the multisensory integration as the superior 

temporal sulcus (STS) (e.g., Marques et al., 2014) are being activated at the same time or if there is a 

specific order of the activation, when we present the stimuli from AV biological congruent condition. 

It would also be interesting to explore the paradigm coupled to electroencephalography (EEG) or 

magnetoencephalography, which would allow comparisons of congruence detection. For example, these 

techniques would allow evaluating if AVbioInc when compared to AVbioCong condition would elicit a larger 

N4 component, since this component emerges in responses of violations of expectancies (Luck, 2005). 

N4 has been reported with larger amplitudes during the observation of audiovisual incongruent when 

compared to congruent presentation of musicians playing violin or clarinet notes paired with sounds of 

either instrument  (Mado Proverbio et al., 2014).  

In sum, neurophysiological data collection during our audiovisual paradigm could shed light on 

the brain systems involved in action identification, and whether they include regions linked to action 

observation network (AON) (e.g., which has been shown to be active during the action observation, and 

encompasses multiple series of sensorimotor brain regions, namely the IFG, PMC, IPL, posterior MT and 

the pSTS; e.g., Blake & Shiffrar, 2007; Caspers et al., 2010; Gazzola et al., 2007; Neal & Kilner, 2010), 

attribution of actions (e.g., ventral premotor cortex (vPMC) and the superior temporal sulcus (STS), 

frontoparietal dorsal attention network (Binder, 2015), modality-specific auditory and visual areas (e.g., 

Macaluso et al., 2004; Zhou et al., 2020), or motor components of mirror-neuron system (Rizzolatti & 

Craighero, 2004). 

The better understanding of AV congruence of human action could have important implications 

for populations with visual impairments. In fact, some investigations show that populations with 

perceptual deficits, such as in hemianopia and hemineglect patients, demonstrating that the presence of 

audiovisual stimulation of the affected hemifield can improve perception of the visual events in the blind 

hemifield (Frassinetti et al., 2005). Thus it would be interesting to compare our unimodal visual biological 

and multimodal biological conditions in these patients with perceptual deficits, in order to investigate if 

there is a specifically perception enhancement on action recognition and human figure identification. 
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Moreover, it would be interesting to collect data of individuals with Autism Spectrum Disorder 

(ASD) using our task, since the Mirror-Neuron System (MNS) and action decoding is known to be 

compromised in such individuals (Lapenta & Boggio, 2014). The MNS plays a critical role in superior 

functions such as learning through imitation, action comprehension and language development (Lapenta 

& Boggio, 2014; Rizzolati et al., 2001).  Previous research showed a differential Mu suppression (i.e. 

lower Mu rhythm desynchronization) in autistic population, suggesting that there is dysfunction in the 

observation/execution system (Bernier et al. , 2013; Bernier et al., 2007), since the Mu rhythm is thought 

to be an indirect indicator of mirror neuron activity (Perkins et al. 2010). Importantly, Mu 

desynchronization has been demonstrated also when human actions are depicted in PLD compared to 

scrambled PLD (Ulloa & Pineda, 2007). Still such studies with ASD used only visual stimuli and therefore 

it would be interesting to explore the Mu rhythm in this population comparing unimodal and AV action 

stimuli, such as the case of our paradigm that contains simple, short, direct daily actions in PLD paired 

with congruent and incongruent sounds. 

Conclusion 

The central aim of this study was to explore how action and non-action sounds might impact the 

recognition of human shape and specific actions. Based on our results it can be concluded that visual 

sensitivity to human figures is increased by the presence of temporally and semantically congruent action  

sounds, demonstrating that semantic congruence plays a significant role in human figure identification;  

non-action sounds, in this case white noise, bias the participants to see more human figures on the non-

biological PLDs, and action recognition is improved when visual biological stimuli is combined with action 

congruent sounds, compared to unimodal modality.  

The enhanced visual perception of biological actions in the presence of auditory semantically 

congruent sounds brings important insights on multisensory audio-visuomotor integration that can have 

practical implications at interpersonal level. Specifically, the presence of sound optimizes perception due 

to multisensory integration mechanisms that combine multiple sources of complementary information 

allowing a better understanding other person's behavior and intentions, thus making interpersonal 

interaction less ambiguous. Our study adds to the previous literature on how audiovisual integration 

affects behavioral responses at human and action perception domain, and further that auditory stimuli 

impacts recognition of human actions and human figure identification when it's congruent with the 

presented visual action.  
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It is important to highlight that our study coupled the psychological domains such as biological 

motion perception and multisensory integration. Such approach integrates perception-action systems  

providing further demonstration of the flexibility and versatility of the human sensory systems in optimizing 

its performance at human and action perception. 

Considering the methodological approach, the study had the innovative aspects of collecting two 

information  types namely, human identification and action identification. Also, we provided multiple 

controls, specifically, unimodal vs bimodal stimuli; multiple controls for AV semantic congruence 

(biological congruent vs. biological incongruent vs. white noise sound) and visual control stimuli (biological 

vs. non-biological). Additionally, the validation of auditory and visual stimuli was carefully conducted. 

These factors provide an important differential to enable different controls to a better interpretation of the 

significant  effects presented. 

The study is limited by the absence of neurophysiological measures and the fact that the task 

was performed online. Data interpretation could be clearer if neurophysiological measures, such EEG  

and or functional magnetic resonance imaging (fMRI), were correlated to the behavioral performance. 

Specifically, neurophysiological measures could contribute to a clearer interpretation regarding: i. the 

semantic conflict in the incongruent condition, at human figure identification level;  ii. the lack of 

significance between audiovisual biological congruent condition and the other AV pairings (i.e., 

VbioAbioInc and VbioAnoise), at action identification level. In turn, online data acquisition did not allow to 

standardize the volume of the sound to all participants nor to assure that task was performed without 

external distractors. 

Finally, follow-up studies are suggested, throughout the discussion, in order to better understand 

how meaningful related sounds enhance visual sensitivity to human figure and improve the action 

recognition, at a neurophysiological level. Extending our investigation by combining techniques to assess 

the underlying neural network and also how AV integration plays a role in deficitary population, could 

bring important contributions. In particular, it would be ultmost interesting to investigate these effects in  

populations with visual, motor or auditory impairments, such as hemianopia and hemineglect patients. 

Additionally, further studies could use our audiovisualmotor task on populations with a dysfunction in the 

observation/execution system, in particular the Autism Spectrum Disorder (ASD) population.   
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