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Abstract. Nowadays, there are many channels and television (TV) programs 

available, and when the viewer is confronted with this amount of information has 

difficulty in deciding which wants to see. However, there are moments of the day 

that viewers see always the same channels or programs, that is, viewers have TV 

content consumption habits. The aim of this paper was to develop a recommen-

dation system that to be able to recommend TV content considering the viewer 

profile, time and weekday.  

For the development of this paper, were used Design Science Research (DSR) 

and Cross Industry Standard Process for Data Mining (CRISP-DM) methodolo-

gies. For the development of the recommendation model, two approaches were 

considered: a deterministic approach and a Machine Learning (ML) approach. In 

the ML approach, K-means algorithm was used to be possible to combine STBs 

with similar profiles. In the deterministic approach the behaviors of the viewers 

are adjusted to a profile that will allow you to identify the content you prefer. 

Here, recommendation system analyses viewer preferences by hour and week-

day, allowing customization of the system, considering your historic, recom-

mending what he wants to see at certain time and weekday. 

ML approach was not used due to amount of data extracted and computational 

resources available. However, through deterministic methods it was possible to 

develop a TV content recommendation model considering the viewer profile, the 

weekday and the hour. Thus, with the results it was possible to understand which 

viewer profiles where the ML can be used. 

Keywords: Recommender Systems, Machine Learning, User Behaviour Ana-

lytics. 

1 Introduction 

Currently, consumers have access to a massive quantity of information about lots of 

products everyday, which makes the decision-making of choosing to process harder. 

This problem is known in technical literature as "Information Overload", which refers 

to the fact that there are finite limits to the ability of humans to assimilate and process 
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information [1]. This is considered a major difficulty in decision-making process in 

many fields.  

Specifically, in television (TV) consumption, growing number of channels available 

leads to a more complex and time-consuming choice of content to the viewer. In this 

paper, the user behind the screen is called ‘viewer’. With the increase of channels, zap-

ping and TV programming magazines are not effective in the selection of content [2]. 

Thus, the objective of this paper is to develop a model capable of describing and 

inferring the preferences of TV content of viewers for a selection more personalized, 

based on the records activity of Set Top Boxes (STBs). STBs do not present user pro-

files, which means that if there is more than one viewer using STB, it is not possible to 

differentiate. To overcome this situation, it was decided to analyse each activity record 

of STB per hour.  

This paper aims to develop a model that can describe a viewer in each time-slot by 

using information from the preferences profile. The viewer behaviour will be analysed 

to be adjusted to a behaviour profile that will allow to quickly identify the type of con-

tent he is looking for. 

In this way, the goal of this paper is the construction of a prototype that, for each 

STB and in each time-slot, choose one of the three types of solutions: 

1. When time-slots do not have enough visualizations to infer who is viewing, does 

not perform a recommendation. 

2. When the time-slot history shows a regular pattern of visualizations, this allows 

to make a prediction of TV content with a very high probability of being ac-

cepted by the viewer. 

3. When the time-slots history shows a complex pattern of visualizations, in these 

situations, there is a high probability that the Machine Learning (ML) tech-

niques will work.  

For the recommendation system development, two approaches are considered: a de-

terministic approach and ML based approach with K-Means algorithm. 

The Design Science Research (DSR) methodology enables the creation and evalua-

tion of information technology artefacts to solve organizational problems and involves 

a rigorous process of developing artefacts to solve the identified problems, contributing 

to the research and evaluating the projects [3]. This paper aims to create an artefact 

based on deterministic or ML approaches for an effective recommendation of TV con-

tents to viewers. Thus, this paper takes in to account the guidelines of the DSR in par-

allel with the data mining methodology CRISP-DM [3]. 

This paper is organized as: section 2 describes the related work; in section 3 the data 

available, the most important features and the data statistical analysis performed is pre-

sented; section 4 describes the recommendation model development and ML technolo-

gies used; section 5 presents the results obtained from the recommendation model de-

veloped and the evaluation of the results. Finally, the conclusions and future work of 

this paper are summarized in section 6. 
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2 Related Work 

2.1 Recommender Systems 

Since the world is becoming more and more digital, it is considered the existence of a 

parallel between humans and technology: on the one hand, individuals use more and 

more technology, and on the other, digital systems have become more and more centred 

on the user. This way, the systems should allow users to be able to synthesize infor-

mation and explore the data [4].  

Therefore, there is a need for computing techniques that facilitate this research and 

the extraction of information in the interest of the user. One of the solutions to this 

problem is the use of ML techniques to find explicit and implicit patterns of user pref-

erences, for the purpose of customizing the search for content of the user's interest [1]. 

An approach used to the suggestion of the content of the user's interest is the recom-

mendation systems [5]. A recommendation system can be defined as any system that 

provides the user with recommendations of services, products or certain potentially in-

teresting content. To provide suggestions and help users in decision-making, the rec-

ommendation systems should be include some characteristics such as users' needs, their 

difficulties, goals, preferences and some know-how about domain of business [4], [5]. 

They consist on the capability of providing suggestions for items1 [5] .  

There are several recommender systems, but the most used are content-based rec-

ommender systems, collaborative and hybrid systems [1]:  

Content-based Systems – systems that try to recommend new items that are like 

items that a user has shown interest in the past. 

Collaborative Filtering systems – the recommendations are based on the analysis 

of the similarity between users. The suggested items are those that users with similar 

preferences have had an interest in the past. 

Hybrid systems – systems that implement a combination of two or more recom-

mendation techniques. These systems try to take advantage of all techniques used to 

improve the performance of the system and reduce the disadvantages of each technique 

used individually.  

The interest in the recommender systems is increasingly high, due to the growing 

demand in applications capable of providing personalized recommendations and deal-

ing with information overload [5]. Some challenges and limitations can be found in the 

recommendation systems, namely: 

Cold-start - There are some situations in which the lack of data causes the recom-

mender system not to make recommendations or the recommendations generated do 

not present a high level of confidence [6]. For example, in content-based filtering, it is 

necessary for the system to have access to the user’s interests in the past, to decide 

which items are like those. This problem may occur because of the addition of new 

users or a new item [6]. 

                                                           
1 “Item” is the general term used to denote what the system recommends to users. Products, 

movies, music and news are some examples of what can be recommended. 
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Data dispersion - Data dispersal is a common problem in most recommender sys-

tems since users typically classify only a small proportion of the items available [5]. 

Limited context - The location, time, date, etc., are some of the context factors that 

recommender systems should take into consideration. In addition, factors such as user 

emotion, mood and other parameters should also be considered as they influence users’ 

decisions [5]. 

2.2 TV Centred Recommender Systems 

With the rise of TV content and new functionalities available it was necessary to find 

adequate tools to help users to choose the content of their interest. Although recom-

mender systems allow users to take an active role and request content on the fly, it also 

gives the possibility to recommend personalized content based on the users preferences 

without a prior request [7]. Interactive platforms like Electronic Programming Guide 

emerged as a tool to help TV consumption. On Video on Demand (VOD) recommender 

systems emerge as a proposal to improve the process of discovery of new movies, with 

a relative success and that makes recommender systems have a high importance in the 

field of TV. These systems tend to have a more effective impact on platforms of Sub-

scription VOD (SVOD), an example of that is Netflix [8]. 

The development of effective recommendation systems is complex due to some par-

ticularities of the TV content. One of the difficulties of systems that have access to a 

catch-up TV system is that they are constantly entering new content for the catalogue 

and the older contents are removed due to the time window of the automatic recordings 

to be limited [8].  

An important factor in TV recommender systems is time. For example, a viewer’s 

favourite movie can be displayed in a channel while the viewer is watching another 

program with less interest, so this is the right time to suggest the movie to the viewer if 

the recommender systems not suggest the movie to the viewer at right time, this rec-

ommender system becomes an imprecise recommender system with high cost to main-

tain and users tend to disable this kind of functionality [9]. 

3 Data Analysis 

The life cycle of CRISP-DM methodology consists of 6 phases: business understand-

ing, data understanding, data preparation, modelling, evaluation and implementation 

and the sequence of the phases is not rigid [10]. 

In the data understanding phase of CRISP-DM, it was found that data by the STBs 

correspond to 5 months of registers (from January to May) of 2017 of a total of 1.5 

million STBs. For this paper, data were provided by a telecommunications organization 

in Portugal. The data provided presents different types of information about TV con-

tents. To complete the data understanding phase, some data statistical exploration was 

performed to find out mistakes, missing values and to know the attributes meanings. 

Initially, the data distributions were analysed to know the normal patterns from popu-

lation analysed so that, when extracting samples for experimentation, it was possible to 
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evaluate if these would be representative of the remaining population or not. Some ex-

amples are given below. 

 It was calculated the distribution of viewing time in hours and per day, for all STBs 

between January and March. With this distribution, it was possible to observe that there 

are regularly higher values corresponding to weekend values, that is, viewers see more 

TV at the weekend. This result corresponds with reality because, in general, people 

have more free time on the weekend. An analysis was also performed about the content 

viewing time, because the number of view records may be high, but the duration time 

of each record can be very small. In this way, the viewing time of television content is 

a relevant factor in understanding viewer preferences. From this analysis, it was found 

that 38% of the records have a viewing percentage of 75%-100%, which means they 

see a large part of the content or in your totality. These results contrast with the 35% of 

records that have a viewing percentage between 0-15%, which means that they only see 

part of the content and where zapping moments can be represented. There is a class that 

represents views above 100% (views with a time greater than the total time of the pro-

gram). This phenomenon can occur if the viewer pauses the program for a long period 

or uses de timeshift functionality and reviews parts of the program. These are just a few 

examples.  

It was also carried out, in the data quality, some inconsistencies were found, such as, 

missing values and errors (for example, the same program is classified as a series and 

a program, simultaneously). The identified errors and missing values were reported, 

and others are corrected. 

In consideration of dimensionality of the data, in the data selection phase it was de-

cided to use a sample with only 3 months of 500 STBs that correspond to about 1 mil-

lion of views. It was decided to select only 500 STBs because the available computa-

tional resources were not enough to support the total amount of data and due to the 

limited time for prototype development. In addition, of the total of 5 months, only 3 

(March, April and May) were selected due to the constraints of the available computa-

tional resources. Thus, it was decided to exclude January for having only 15 days of 

records and February for being the shortest in relation to the remainder. Thus, it will be 

possible to use two months as training and a month of testing. Still in the selection phase 

of the data were selected some attributes that were considered relevant to the develop-

ment of the recommendation system, for example: programs, channels, channel the-

matic, time and weekday of visualization.  

Thus, after the phases of understanding and preparing data it is possible to apply 

modelling techniques to the dataset in the modelling phase, described in the next sec-

tion. 

4 Recommendation Model 

4.1 Technologies 

Among the numerous ML technologies available, chosen for the development of this 

project was H2O.ai along with Python programming language. H2O.ai is a Java-based 

open source, in-memory, distributed, fast, and scalable ML and predictive analytics 
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platform that allows to build ML models on big data [11]. H2O.ai was recently classi-

fied as a leader technology in Gartner’s Magic Quadrant for Data Science & ML Plat-

forms [12]. H2O.ai also lacks methods for data manipulation and data visualization 

compared to the most used python packages for data handling, Pandas, and data visu-

alization, Matplotlib.  

In addition to the H2O.ai, two notebooks were used for project development: Apache 

Zeppelin and Jupyter. Zeppelin is an open-source notebook that allows the ingestion, 

exploration and data visualization. Zeppelin allows data visualization in various for-

mats allowing the user to get a quick and easy data perception [13]. Jupyter notebook, 

such as Zeppelin, it is an open-source notebook that allows you to create and share 

documents with code, visualizations, and narrative text. This notebook provides a suit-

able web-based application to capture the entire computing process: development, doc-

umentation and code execution [14].  

Zeppelin was used for the data understanding phase due to the quality it presents in 

the data visualization. In data processing phase and recommendation system develop-

ment, Jupyter was favourite by the ability to be used in tasks requiring greater code 

development as transformation of Data, statistical modelling or machine learning. 

4.2 Recommendation model development 

In the model development (modelling phase in CRISP-DM), as previously mentioned, 

two approaches were tested: a deterministic approach and a ML approach.  

In the ML approach, a clustering experience was performed with the aim of finding 

similar visualization profiles through STBs visualization and consequently recommen-

dations are based on the similarities found. For this experience, where the goal is to 

find data similarities and to group them with these similarities, would be necessary an 

unsupervised learning algorithm, since data are not previously classified. Given these 

requirements, the algorithm chosen to apply in modelling phase was the K-means.  

In the deterministic approach, viewers behaviors will be analysed to be adjusted to 

a profile that will allow you to identify the type of content looking for, considering the 

3 types of actuation identified in the introduction. Initially, the following profiles were 

identified: 

• No previews - STBs do not present visualizations records and, therefore, rec-

ommendation is not carried out; 

• Program preference - STBs present an explicit program preference if the 

percentage of the content display is equal to or greater than a parameter X, in 

this case, 70%. In this case, the most viewed program is recommended; 

• Channel preference - STBs present an explicit channel preference if the per-

centage of the channel display is equal to or greater than a parameter, in this 

case 70%. So, the most viewed channel is recommended; 

• No pattern - STBs present a complex visualizations pattern, without prefer-

ences defined. 

Still in this approach, after a new problem analyse, it was decided to reformulate the 

model to increase the capacity of solution (Figure 1). In this new analysis, in addition 

to the profiles of program preferences and channel preferences, new profiles arose 
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where the recommendation goes through a set of 3 suggestions of the most viewed 

programs or channels, that is, in which the sum of the percentages of visualizations is 

equal or more than a new parameter Y and, in this case, Y=90%. In addition to the 

previously found profiles, the following have emerged: 

• Top 3 programs – recommendation of the 3 most viewed programs (sum of 

the duration of visualizations of the 3 programs must be Y=90%); 

• Top 3 channels - recommendation of the 3 most viewed channels (sum of the 

duration of the visualizations of the 3 programs must be Y=90%); 

• Thematic preference - recommendation of the channel thematic most 

viewed; 

• No pattern – no default preference set. 

The ‘No pattern’ profile represents the profiles with an undefined visualizations pat-

tern and recommendation by deterministic methods would not be appropriate. Here, the 

way of recommending would pass through ML techniques if it was justified to employ 

machines in this processing, that is, if the percentage of STBs in this profile is signifi-

cant. 

After analysing of these two approaches, section 6 will be presented the results of 

the two approaches and the justification for which a deterministic approach has been 

used. 

Fig. 1.  Recommendation Model: deterministic approach. 
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5 Result Analysis and Evaluation 

In ML approach, the K-means algorithm was trained with records of March and April, 

for a weekday and time. In Table 1, it is possible to observe some observations that 

have been grouped because they are similar. The values from 1 to 13 of the Table 1 

columns, correspond to the channel thematics. The purpose of this approach is to group 

the STBs with similar profiles (in this case, considering the channel thematic) on a 

given day at a certain time. In Table 1, it is possible to verify that, all STBs have a 

significant visualization percentage of thematic 5, which corresponds to the thematic 

'Information'. This means that this set of STBs, on a certain day at a certain time, see 

the same thematic and, therefore, have been grouped. However, a cost-benefit assess-

ment of the application of this approach was realized, and it was rejected because, given 

the amount of data and resources available, it would not be possible in the time available 

for the realization of the project. 

 Table 1. Cluster observations. 

 

In this way, the model was developed through the deterministic approach. For the 

application of this model, March and April correspond to the training set and May cor-

responds to the test set for a sampling of 100 SBTs. The goal is to get through two 

months of records to predict the content that viewers will see in the following month.  

In Table 2 and Table 3 it is possible to observe results obtained from model devel-

opment. It is possible to verify percentage of cases in which a recommendation is not 

carried out correctly is 32.68% (Table 3). This value may change with changes in the 

values of the X and Y parameters of the model (70% and 90%, respectively) and may 

achieve lower values, making the recommendation more accurate. In Table 3, the per-

centage of cases where the recommendation cannot be made through deterministic 

methods correspond to the 'No pattern' profile, that is, corresponds to 7% of the 32.68%. 

It is necessary, in the future, to assess whether this value is significant. If so, a machine 

learning recommendation system may be implemented. 

About correct recommendations (Table 2), it is verified that the percentage value of 

the profile 'No visualization' is high. This is an important value because it allows to 

know which time-slots where it is not necessary to employ resources financial and com-

putational resources to carry out recommendations. Also, 'program Preference ' profile 

and ' Top 3 Program ' profile present a percentage of correct recommendations lower 

STB 

                  

                        Thematic 

1 2 3 4 5 6 7 8 9 10 

1 0.02 0.35 0.00 0.00 0.61 0.00 0.00 0.00 0.00 0.00 

12 0.00 0.00 0.00 0.00 0.69 0.00 0.00 0.30 0.00 0.00 

96 0.00 0.00 0.00 0.00 0.86 0.00 0.00 0.00 0.00 0.13 

130 0.00 0.29 0.00 0.00 0.70 0.00 0.00 0.00 0.00 0.00 

131 0.00 0.00 0.00 0.00 0.48 0.42 0.00 0.00 0.00 0.07 
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than the percentage of incorrect recommendations.  This is because it was not possible 

to use meta-information on the programs of the period studied in the model develop-

ment.  

Thus, about 67% of the recommendations made by the deterministic model are cor-

rect. 

     Table 2. Correct Recommendations            Table 3. Incorrect Recommendations 

Class Occur. Proportions  Class Occur. Proportions 

No visualization 7383 43.95%  Program preference 1564 9.31 % 

Program preference 701 4.17%  Channel preference 569 3.39% 

Channel preference 908 5.40%  Top 3 programs 1519 9.04% 

Top 3 programs 762 4.54%  Top 3 channels 544 3.24% 

Top 3 channels 1179 7.02%  Thematic preference 81 0.48% 

Thematic preference 377 2.24%  No pattern 1213 7.22% 

Total 67.32%  Total 32.68% 

6 Conclusion and Future Work 

With the development of this recommendation model, it is noticeable that with only 

statistical and deterministic methods is possible to make recommendations based on 

visualization history, making the model less computationally expensive and faster. 

Even though the parameters have not been optimized, the results seem to fit the expec-

tations for a recommender system on this kind of system. Like most recommender sys-

tems, this model needs data to retrieve information about users’ preferences and without 

it a user is not capable of receiving recommendations.  

There are some improvements that could be made to improve the recommendation 

accuracy like standardizing the program titles on the source data, analysing the thresh-

old values used in the model (X and Y parameters) and tune them to achieve better 

results and reduce the percentage of the "No Pattern" class.  

In a next step of this project, an evaluation of the significance of the values of the 

"No Pattern" class could be made based on the cost-benefit ratio of that operation. Mak-

ing recommendations to that set of users could be computationally expensive and not 

financially worth. 
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