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Abstract We propose the general Filter-based Stochastic Algorithm (FbSA) for
the global optimization of nonconvex and nonsmooth constrained problems. Un-
der certain conditions on the probability distributions that generate the sample
points, almost sure convergence is proved. In order to optimize problems with com-
putationally expensive black-box objective functions, we develop the FbSA-RBF
algorithm based on the general FbSA and assisted by Radial Basis Function (RBF)
surrogate models to approximate the objective function. At each iteration, the re-
sulting algorithm constructs/updates a surrogate model of the objective function
and generates trial points using a dynamic coordinate search strategy similar to the
one used in the Dynamically Dimensioned Search method. To identify a promising
best trial point, a non-dominance concept based on the values of the surrogate
model and the constraint violation at the trial points is used. Theoretical results
concerning the sufficient conditions for the almost surely convergence of the algo-
rithm are presented. Preliminary numerical experiments show that the FbSA-RBF
is competitive when compared with other known methods in the literature.
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1 Introduction

This paper aims to contribute to the research area of global optimization by
proposing a general Filter-based Stochastic Algorithm (FbSA) for nonconvex and
nonsmooth constrained optimization problems. One of the main goals of this pa-
per is to prove that, under certain hypotheses on the probability distributions that
generate the sample points, the algorithm converges to a global optimum of the
problem in a probabilistic sense. Since many real-world optimization problems in-
volve black-box objective functions whose objective function values are obtained
through computationally expensive simulations, another main goal of this paper
is to develop a FbSA assisted by Radial Basis Function (RBF) surrogate models
to approximate the objective function to conform to the proposed general FbSA.
We denote this algorithm as FbSA-RBF. The mathematical formulation of the
problem is

minimize f(x)
subject to ci(x) ≤ 0, i ∈ I

ci(x) = 0, i ∈ E
x ∈ D

(1)

where f : A ⊆ Rn → R is a deterministic function defined on a set A ⊇ D of the
Rn, ci : Rn → R, i ∈ I ∪ E are the constraint functions, and D ⊂ Rn is a finite
box of the form D = {x ∈ Rn : li ≤ xi ≤ ui,∀i = 1, 2, . . . , n}, and all lower and
upper bounds li and ui are finite for i = 1, . . . , n. The feasible region is denoted by
DV := {x ∈ D : ci(x) ≤ 0, i ∈ I, ci(x) = 0, i ∈ E}. We assume that f is bounded
below, and there exists a global minimizer x∗ of f over DV with f continuous at
point x∗. It is also assumed that f and ci, with i ∈ I∪E, are Lebesgue measurable.

Many different approaches have been proposed for the global optimization of
(1). Among these are the penalty methods, which reformulate (1) to the minimiza-
tion of an appropriate penalty function over D [3,5,9,12,23,32]. Mathematically,
the penalty function is defined by the objective function and the constraints vi-
olation (penalty terms) multiplied by some positive penalty parameter. However,
initializing the penalty parameter and adjusting its value throughout the itera-
tive process are problematic issues since their values affect the performance of
the algorithms. In some cases, the optimal solution is obtained when the penalty
parameter tends towards infinity.

There are in the literature other penalty functions, namely the exact penalty
functions and the augmented Lagrangian functions for which, in general, it is
sufficient a finite parameter value to guarantee convergence to the optimal solution
of problem (1).

Exact penalty functions and augmented Lagrangian functions have been ex-
tended for global optimization (see [6,12,19,47], and references therein). For exam-
ple, in [12], an Exact Penalty Global Optimization (EPGO) algorithm is proposed,
where an improved version of the deterministic DIRECT algorithm [18] is used
to globally solve a finite sequence of bound constrained subproblems. The bound
constrained subproblems are defined by a non-differentiable exact penalty func-
tion for given values of the penalty parameter and an automatic updating rule
of the penalty parameter that occurs only a finite number of times. It is proved
that EPGO produces a sequence of optimal solutions of the underlying subprob-
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lems such that any limit point of the sequence is a global solution of the related
constrained problem.

Other strategies for handling the constraints of the problem, that avoid updat-
ing the penalty parameters associated to the penalty functions, have been proposed
in the literature. For instance, techniques based on multi-objective concepts in
which the constrained problem is reformulated as a bi/multi-objective one, being
the objective function and the infeasibility measures minimized simultaneously [1,
2,17]. One of the most known is the filter method introduced by Fletcher and Leyf-
fer in [17], which guarantee sufficient progress towards feasibility and optimality of
nonlinear constrained problems. The filter method uses the concept of dominance,
borrowed from multi-objective optimization, to build a filter that accepts iterates
if they improve the objective function or improve a constraint violation function
based on the Pareto dominance rule. Ever since, an abundance of filter-based ap-
proaches have been proposed [4,10,11,14,15,21,31,46,48].

In particular, the filter methods have been also incorporated into stochastic
algorithms [24,28,34,42], and the resulting algorithms have been shown that the
filter methodology is promising when compared to other strategies. For example,
in [42], a filter methodology is incorporated into the population-based artificial
fish swarm (P-BF AFS) algorithm for globally solving nonsmooth constrained op-
timization problems. The constrained problem is replaced by a sequence of bound
constrained bi-objective subproblems. The P-BF AFS is used to solve the bound
constrained bi-objective subproblems with an increasing accuracy required. The
filter methodology is used to accept non-dominated trial points that improve over
the current ones.

In [28] is presented a method that combines the filter method and the Dy-
namically Dimensioned Search (DDS) method [45], for solving nonsmooth con-
strained global optimization problems. The proposed algorithm reformulates the
constrained optimization problem as a bound constrained bi-objective one and
uses the filter method to control the progress related to optimality and feasibility
by defining a forbidden region of points using the flat or slanting filter rule [28]. At
each iteration, the algorithm computes a set of trial points using a similar strategy
to DDS to explore the search space for a global optimum. The filter methodology
is used to accept the best non-dominated trial point that improves related to the
best current one. The resulting algorithm is refereed as A2-FF or A2-SF if it is
used the flat or slanting filter rule, respectively. The A2-FF/SF is enriched with a
poll-strategy which is invoked whenever a best non-dominated point is not found.
This procedure searches in a vicinity of the least infeasible non-dominated point
found so far, with the hope to approach a different part of the feasible region of
the problem.

It is noteworthy that the DDS is a stochastic global algorithm [45] developed for
solving calibration problems that arise in the context of watershed simulation mod-
els. These problems are bound constrained ones, with many parameters/variables
and computationally expensive objective functions. At each iteration, the DDS
generates a randomly trial point by perturbing some coordinates of the current
best point, which are dynamically and probabilistically chosen. At the beginning,
the DDS searches globally, and becomes a more local search as the number of func-
tions evaluations approaches the maximum allowed. The transition from global to
local search is achieved by dynamically and probabilistically reducing the number
of dimensions to be perturbed in the neighborhood of the current best solution.
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Since DDS has shown to be a simple and robust tool for solving computation-
ally expensive calibrations problems, a variety of new approaches or extensions
that use a dynamic coordinate search strategy similar to the one used in DDS have
been proposed in the literature [36,37,38,39,44]. For example, in [44], the DDS
algorithm was modified to solve discrete, single-objective, constrained water dis-
tribution system design problems. The ConstrLMSRBF algorithm for large-scale
optimization involving expensive black-box objective and constraint functions is
proposed in [36]. This algorithm is an extension of the Local Metric Stochastic RBF
(LMSRBF) algorithm [38] designed for bound constrained optimization problems
with an expensive black-box objective function. The ConstrLMSRBF uses RBF
surrogate models for the objective function and also for all the constraint functions.
The ConstrLMSRBF requires a feasible starting point and it always attempts to
maintain feasibility along the entire iterative process.

In this paper, we aim to propose a general FbSA for solving nonconvex and non-
smooth constrained global optimization problems. This study comes in sequence
of our previous preliminary practical study concerning the filter and DDS methods
[28]. Under certain conditions on the probability distributions that generate the
points, almost sure convergence is proved for a class of algorithms conforming to
this general algorithm. In order to solve problems with computationally expensive
black-box objective functions, a FbSA assisted by Radial Basis Function surrogate
models to approximate the objective function, according to the general FbSA, is
presented.

The paper is organized as follows. In Section 2, the general FbSA is presented
and its almost sure convergence is established. Section 3 describes the FbSA-RBF
assisted by surrogate models to approximate the objective function, and presents
its convergence analysis. Section 4 shows the numerical results and the paper is
concluded in Section 5.

2 General filter-based stochastic algorithm

In this section, we present the general FbSA for solving nonconvex and nonsmooth
constrained global optimization problem (1). The framework of the embedded filter
algorithm is similar to [25, Alg. 2.1]. Due to stochastic nature of the algorithm, the
iterates are treated as random vectors whose realizations are in D, following the
ideas of [35]. The algorithm is general since the iterates are given randomly by any
probability distribution. The global convergence of the FbSA in the probabilistic
sense is established.

2.1 The algorithm

The general FbSA generates two sequences of random vectors whose realizations
are in D ⊂ Rn. Namely, the sequence of iterates (Xk) and the sequence of the best
iterates (X∗k) selected from (Xk).

The sequence of iterates (Xk) is defined on a probability space (Ω,B, P ), where
Ω is the sample space, B is a σ-algebra and P : B → [0, 1] is a probability function.
The random vector Xk : (Ω,B)→ (D,B(D)) represents the kth function evaluation
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iterate, where B(D) are the Borel sets in D. At iteration k, to define Xk, a collection
of random elements is used, herein denoted by

{Λkj : (Ω,B)→ (Ωkj ,Bkj ), for j = 1, . . . , `k}

where `k > 1 is the number of random elements that are generated. The FbSA
is general in the sense that to define the random vectors Xk there exists a cer-
tain freedom to choose the probability space (Ω,B, P ) of the collection of random
elements.

To simplify the description of general FbSA, the following notation is used.
Given an initial random vector X0 ∈ D, the oracle associated to the collection of
random elements is defined as follows: O0 = {X0} and for each iteration k ≥ 1

Ok = {Λtj : t = 1, . . . , k and j = 1, . . . , `k} = Ok−1 ∪ {Λk1
, · · · , Λk`k }. (2)

Hence, in the general FbSA, using a deterministic function Θ : Ok → D, the
random vector iterate is computed as Xk = Θ(Ok) from the random elements of
Ok. We note that, in general, a realization of Xk can fall outside of the domain
D. To prevent this, the deterministic function has the property to transform any
point of Rn into a suitable point of D. Since D is compact, the function Θ(Ok) can
involve a projection into D whenever Xk /∈ D.

The progress of the random vector iterates Xk, k ≥ 1, is controlled by a filter
methodology as suggested in [8,25]. The filter methodology treats the optimization
problem (1) as bi-objective, and attempts to minimize both the objective function
f and a nonnegative aggregate constraint violation function h.

Herein, the constraint violation function h : Rn → R+ is defined by

h(x) = ‖c+(x)‖, (3)

where ‖ · ‖ is an arbitrary norm and c+ : Rn → Rm is given by

c+i (x) =

{
ci(x), if i ∈ E
max{0, ci(x)}, if i ∈ I.

The filter method is an efficient technique that builds the forbidden region
of the points, known as dominated region. The filter is defined as a set of pairs
{(fj , hj)} from the former iterations.

The general FbSA deals with the filter and with the forbidden region associated
with it, as follows. At iteration k = 0, given an initial random vector X0 ∈ D, we
set X∗0 = X0, and we initialize the filter Fk = ∅ and define the forbidden region
Fk = ∅.

At the beginning of each iteration k ≥ 1, the pair (f(X∗k−1), h(X∗k−1)) from
the previous best iterate is temporarily added to the current filter, F̄k−1 ≡ Fk−1 ∪
{(f(X∗k−1), h(X∗k−1))}. As proposed in [8], to avoid convergence to infeasible accu-
mulation points X∗ where h(X∗) > 0, we add an envelope around the temporary
current filter F̄k−1, and a pair (f(x), h(x)) is non-dominated by any pair of the
filter, if for all (fj , hj) ∈ F̄k−1

f(x) + αh(x) ≤ fj or h(x) ≤ (1− α)hj (4)
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where α ∈ (0, 1) is a given constant. A filter based on this acceptance rule is called
by slanting filter. Taking into account the acceptance rule (4), the forbidden region
is defined by

F̄k−1 = Fk−1 ∪
{
x ∈ D : f(x) + αh(x) ≥ f(X∗k−1) and h(x) ≥ (1− α)h(X∗k−1)

}
.

Thus, a realization of Xk is computed such that the pair (f(Xk), h(Xk)) is ac-
ceptable by the filter F̄k−1, or equivalently Xk /∈ F̄k−1. One must keep in mind
that the forbidden region is never constructed in the algorithm, but helps the
understanding of the process.

When Xk produces a reduction on f , the iteration is called an f -type iteration.
Otherwise, it is called an h-type iteration [20,31]. This classification is used for
updating the filter. Herein, the filter is updated only at h-type iterations, in such
iterations the pair (f(X∗k−1), h(X∗k−1)) becomes permanent in the filter Fk, and all
pairs that are dominated by (f(X∗k−1), h(X∗k−1)) can be removed from the filter. If
the filter is not updated, it remains unchanged, and the pair (f(X∗k−1), h(X∗k−1))
is discarded. Thus, the filter is updated as follows:

Fk =

{
F̄k−1, if k is an h-type iteration
Fk−1, otherwise.

This updating rule prevents the addition of feasible points to the filter. Note
that, if X∗k−1 is feasible then Xk must decrease f to be accepted by the filter
Fk−1 ∪ {(f(X∗k−1), 0)}. Therefore, the iteration must be an f -type iteration, and
consequently the pair (f(X∗k−1), 0) is discarded. Furthermore, this updated rule as-
sures movements towards some infeasible regions to return back later to a different
part of the feasible one.

The new iterate Xk ∈ D accepted by the filter will be selected as a new best
point if it does not increase the infeasibility measure more than a small positive
quantity εh > 0, from the current best point. Figure 1 illustrates the region of pairs
(f, h) that are forbidden or dominated by (f(X∗k−1), h(X∗k−1)) and the region of
pairs that are considered best than it. Allowing a small controlled increase in the
infeasibility measure h with a reduction in the optimality measure f , this strategy
aims to promote the exploration of other potentially promising neighborhood areas
of the feasible region and to prevent convergence to optimal local solutions. Note
that once a best feasible point is obtained, the best point will be updated only if
the new one reduces the objective function value.

A formal description of the general FbSA for solving problem (1) is presented
in Algorithm 1.

2.2 Global convergence

In this section we present the convergence analysis of Algorithm 1 in the proba-
bilistic sense.

The first lemma ensures that all elements of the filter correspond to infeasible
points and that the algorithm is well-defined in the sense that whenever the cur-
rent point does not satisfy the stop criterion, a new not forbidden point can be
computed.
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Fig. 1 Filter criterion in f × h plane

Algorithm 1 - FbSA

Require: α ∈ (0, 1), εh > 0
1: randomly generate a point X0 ∈ D
2: set X∗

0 = X0, O0 = {X∗
0 } and F0 = F0 = ∅

3: set k = 1
4: while the stopping criterion is not satisfied do
5: set F̄k−1 = Fk−1 ∪ {(f(X∗

k−1), h(X∗
k−1))} and define

6: F̄k−1 = Fk−1 ∪
{
x ∈ D : f(x) + αh(x) ≥ f(X∗

k−1) and h(x) ≥ (1− α)h(X∗
k−1)

}
7: generate a collection of random elements {Λkj

}1≤j≤`k according to some probability
distribution

8: set Ok = Ok−1 ∪ {Λkj
}1≤j≤`k

9: compute Xk = Θ(Ok) such that Xk ∈ D and Xk /∈ F̄k−1

Filter update:
10: if f(Xk) ≤ f(X∗

k−1) then

11: set Fk = Fk−1 and Fk = Fk−1 (f -iteration)
12: else
13: set Fk = F̄k−1 and Fk = F̄k−1 (h-iteration)
14: end if

Best point update:
15: if h(Xk) < h(X∗

k−1) + εh then

16: set X∗
k = Xk (successful iteration)

17: else
18: set X∗

k = X∗
k−1 (unsuccessful iteration)

19: end if
20: k = k + 1
21: end while

Lemma 1 For all k ≥ 1 such that Xk−1 does not satisfy the stopping criterion of

Algorithm 1, the following two statements hold:

(i) h(Xj) > 0, for all (f(Xj), h(Xj)) ∈ Fk−1;

(ii) There exists Xk /∈ F̄k−1.

Proof Due to the general FbSA framework and the embedded filter methodology
that is similar to the one presented in [25], the proof follows analogous to [25, Alg.
2.1].

The next theorem states that any accumulation point of the sequences gener-
ated by the algorithm is feasible.
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Theorem 1 Consider the sequences (Xk) and (X∗k) generated by Algorithm 1. Then

h(Xk)→ 0 and h(X∗k)→ 0. In addition, the number of unsuccessful iterations is finite.

Proof The result for the sequence h(Xk) follows from [25, Thm. 2.3]. By the selec-
tion of the best point in the algorithm,

h(X∗k) = h(Xk) or h(X∗k) = h(X∗k−1) ≤ h(Xk)− εh < h(Xk),

where εh > 0. So, 0 ≤ h(X∗k) ≤ h(Xk), for all k ∈ N, and consequently h(X∗k)→ 0.
Now suppose by contradiction that the number of unsuccessful iterations is

infinite. In this case, there exists a subsequence of indices (kj)j≥1 satisfying,

h(Xkj ) ≥ h(X∗kj−1) + εh and h(X∗kj ) = h(X∗kj−1).

Thus, h(Xkj ) ≥ h(X∗kj )+εh. As h(Xk) and h(X∗k) converge to zero, setting j →∞,
it follows that εh ≤ 0, which contradicts the fact that εh is a strictly positive
constant.

Now we analyse the convergence of Algorithm 1 in the probabilistic sense fol-
lowing the ideas of [35]. We say that an algorithm converges to the global minimum
of f on D in probability, or almost surely, if the sequence (f(X∗k)) converges to f∗

in probability, or almost surely.
Let σ(Ok) be the σ-algebra generated by the oracle which represents all the

information that can be derived from the random elements in Ok.
In the light of Lemma 1, we shall suppose that Algorithm 1 generates infinite

sequences (Xk) and (X∗k). Furthermore, let µ be the Lebesgue measure in Rn and
assume the following hypotheses.

H1 The function f has a global minimizer x∗ over DV , with f continuous at point x∗.
The functions f and ci, i ∈ I ∪ E, are Lebesgue measurable.

H2 For all ρ, ε > 0, µ(Tρ,ε) > 0, where

Tρ,ε := {x ∈ D : h(x) ≤ ρ and f(x) < f∗ + ε}. (5)

H3 For all δ > 0,

ψD(δ) := inf
z∈D

µ (B(z, δ) ∩ D) > 0.

The Hypotheses H1 and H2 are satisfied as long as DV is a bounded region and
the functions f and ci, i ∈ I∪E, are continuous. Hypothesis H2 is a key assumption
and quite usual in this context [34,42]. It precludes f from having an isolated
discontinuous optimum point (for more details, see [22]). In [34], the convergence
is guaranteed almost surely for a point in the set S∗ = {x ∈ DV : f(x) ≤ f∗egs},
where f∗egs is the infimum on all values ft for which

µ ({z ∈ D : h(z) ≤ ρ, f(z) < ft}) > 0,

for all ρ > 0. Hypothesis H3 is also considered in [35] and guarantees that the
intersection of D and any ball centered in a point of D has positive measure. This
condition is important to prove the next lemma.
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Lemma 2 Consider the sequence (Xk) generated by Algorithm 1. Let (Xkj )j≥1 be a

subsequence of (Xk) such that for each j ≥ 1, Xkj has a conditional density

gkj (x |σ(O(kj)−1)).

Suppose that

µ({x ∈ D : G(x) = 0}) = 0, where G(x) := inf
j≥1

gkj (x : σ(O(kj)−1)). (6)

Then, the following statements hold:

(i) For all z ∈ D and δ > 0, there exists v(z, δ) ∈ (0, 1) such that

P
(
Xkj ∈ B(z, δ) ∩ D |σ(O(kj)−1)

)
≥ v(z, δ). (7)

(ii) For all ε > 0, there exists L(ε) ∈ (0, 1) such that

P
(
Xkj ∈ D : f(Xkj ) < f(x∗) + ε |σ(O(kj)−1)

)
≥ L(ε).

Proof (i) Fixed δ > 0 and z ∈ D, by the definition of probability and integration
properties we have, for all j ≥ 1, that

P
(
Xkj ∈ (B(z, δ) ∩ D) |σ(O(kj)−1)

)
=

∫
B(z,δ)∩D

gkj (x |σ(O(kj)−1)) dx

≥
∫
B(z,δ)∩D

G(x) dx.

Using the fact that G is non-negative in D, (6) and Hypothesis H3, we have

v(z, δ) :=

∫
B(z,δ)∩D

G(x) dx > 0.

Thus, for all j ≥ 1, there exists v(z, δ) ∈ (0, 1) satisfying (7).
(ii) Given ε > 0, by the continuity of f in x∗, there exists δ(ε) > 0 such that if
‖x− x∗‖ < δ(ε), then |f(x)− f(x∗)| < ε. Consequently, for each j ≥ 1 we have
the following relation between the events,

[Xkj ∈ D : f(Xkj ) < f(x∗) + ε] = [Xkj ∈ D : |f(Xkj )− f(x∗)| < ε]

⊇ [Xkj ∈ D : ‖Xkj − x
∗‖ < δ(ε)].

Thus,

P
(
Xkj ∈ D : f(Xkj ) < f(x∗) + ε |σ(O(kj)−1)

)
≥

≥ P
(
Xkj ∈ D : ‖Xkj − x

∗‖ < δ(ε) |σ(O(kj)−1)
)
≥ v(x∗, δ(ε)).

Defining L(ε) = v(x∗, δ(ε)) > 0, we conclude the proof.

Consider the set of h-iterations defined by

Ka = {k ∈ N : (f(X∗k−1), h(X∗k−1)) is added to the filter}. (8)

Now we present a sufficient condition that guarantees the convergence of Algo-
rithm 1 in terms of the infimum of the conditional densities of the random vector
iterates.
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Theorem 2 Consider the sequence (X∗k) generated by Algorithm 1. Suppose that there

exists a subsequence (X∗kj ) of (X∗k) such that for each j ≥ 1, X∗kj has a conditional

density gkj (x |σ(O(kj)−1)) satisfying (6). Then, the following statements hold:

(i) The sequence (f(X∗k)) has an accumulation point that is the global minimum of f

over DV almost surely.

(ii) If Ka is finite, then any accumulation point of the sequence (f(X∗k)) is the global

minimum of f over DV almost surely, this is, f(X∗k)→ f∗ almost surely.

(iii) If x∗ is unique, then X∗k → x∗ almost surely.

Proof (i) Consider the decreasing sequences (ρ`), (ε`) of positive terms, converging
to zero. By Hypothesis H2 we have that µ(Tρ`,ε`) > 0, for all ` ≥ 1. Thus, the
probability that a point randomly generated in D belongs to Tρ`,ε` is strictly
positive. Using this and the hypothesis about the subsequence (X∗kj ), by Lemma 2,

item (i), we have for all δ > 0 and z ∈ D, there exists v(z, δ) ∈ (0, 1) satisfying,

P
(
X∗kj ∈ (B(z, δ) ∩ Tρ`,ε`) |σ(O(kj)−1)

)
≥ v(z, δ). (9)

Thus, for all ` ≥ 1, there exists kj` such that X∗kj`
∈ Tρ`,ε` almost surely. Defining

Sε := {x ∈ D : f(x) < f∗ + ε}, we have Tρ`,ε` ⊂ Sε` and, consequently, X∗kj`
∈ Sε`

almost surely.
As the sequence (ε`) is decreasing and converges to zero, given ε > 0, there

exists ¯̀ ∈ N , such that ε > ε¯̀ > . . . > ε` > . . ., for all ` ≥ ¯̀, which implies
Sε ⊇ Sε ¯̀ ⊇ . . . ⊇ Sε` ⊇ . . .. Therefore, X∗kj`

∈ Sε for all ` ≥ ¯̀. Consequently,

X∗kj`
/∈ Sε ⇒ X∗kj1 /∈ Sε, X∗kj2 /∈ Sε, · · ·X∗kj` /∈ Sε. (10)

Applying Lemma 2, item (ii), there exists L(ε) ∈ (0, 1) such that for all j ≥ 1,

P
(
X∗kj ∈ D : f(X∗kj ) < f(x∗) + ε |σ(O(kj)−1)

)
≥ L(ε). (11)

Rewriting (11) in terms of the index kj` and the set Sε, we have

P
(
X∗kj`

∈ Sε |σ(O(kj` )−1)
)
≥ L(ε). (12)

On the other hand,

P
(
X∗

kj1
/∈ Sε, . . . , X

∗
kj`

/∈ Sε

)
=
∏̀
i=1

P

(
X∗

kji
/∈ Sε |X∗

kj1
/∈ Sε, . . . , X

∗
kj(i−1)

/∈ Sε

)

=
∏̀
i=1

(
1− P

(
X∗

kji
∈ Sε |X∗

kj1
/∈ Sε, . . . , X

∗
kj(i−1)

/∈ Sε

))
.

(13)

From the conditioning of the random elements in Okji−1 and (12),

P
(
X∗kji ∈ Sε |X

∗
kj1

/∈ Sε, . . . , X∗kj(i−1)
/∈ Sε

)
≥ L(ε). (14)

Therefore, by (13) and (14), it follows that

P
(
X∗kj1 /∈ Sε, . . . , X∗kj` /∈ Sε

)
≤ (1− L(ε))`. (15)
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Thus, for each ` ≥ 1, we have

0 ≤ P
(
f
(
X∗kj`

)
− f∗ ≥ ε

)
= P

(
f
(
X∗kj`

)
≥ f∗ + ε

)
= P

(
X∗kj`

/∈ Sε
)
≤

≤ P
(
X∗kj1 /∈ Sε, . . . , X∗kj` /∈ Sε

)
≤ (1− L(ε))`.

Consequently,

lim
`→∞

P
(
f
(
X∗kj`

)
− f∗ ≥ ε

)
= 0,

which means that f
(
X∗kj`

)
→ f∗ in probability. Hence, by a standard result in

probability theory [[40], Thm 6.3.1(b)] we have that f(X∗kj`(i)
)→ f∗ almost surely,

with i→∞ for some subsequence of index (kj`(i))i≥1.
(ii) Now, suppose that Ka is finite. By the filter update rule, the number of itera-
tions in which the objective function increases is finite. Consequently, there exists
k̄ ∈ N such that the sequence (f(X∗k))k≥k̄ is non-increasing. On the other hand,

given that f∗ > −∞, we have lim
k→∞

f(X∗k(ω)) exists for each underlying sample

point. Thus, by the uniqueness of the limit, we can conclude that

f(X∗k)→ f∗ a.s. (almost surely) (16)

(iii) Given ε > 0, define f̃ := inf
x∈D,‖x−x∗‖≥ε

f(x). By the uniqueness of x∗, it

follows f̃ > f∗. From (16), we have that such convergence occurs less than in a set
of Lebesgue measure zero; i.e, there exists N ⊂ Ω with P (N ) = 0 and such that
f(X∗k(ω)) → f(x∗) for all ω ∈ N c. Thus, for all ω ∈ N c there exists N ∈ N such
that for all k ≥ N ,

f(X∗k(ω))− f(x∗) = |f(X∗k(ω))− f(x∗)| < f̃ − f(x∗),

which implies,
f(X∗k(ω)) < f̃, (17)

for all k ≥ N and ω ∈ N c.
Now, let us show that ‖X∗k(ω) − x∗‖ < ε, for all ω ∈ N c. In fact, suppose by

contradiction that there exists ω ∈ N c such that ‖X∗k(ω)−x∗‖ ≥ ε. By the definition
of f̃ , it follows that f(X∗k(ω)) ≥ f̃ , which contradicts (17). Hence, we have that
for all ω ∈ N c, there exists N ∈ N such that, for all k ≥ N , ‖X∗k(ω) − x∗‖ < ε.
Therefore, X∗k(ω)→ x∗ a.s.

Next theorem ensures the convergence in probability of Algorithm 1 when a
subsequence of the iterates is given as the sum of the best point obtained so far
with random vectors with multivariate normal distribution.

Theorem 3 Consider the sequence (X∗k) generated by Algorithm 1 and suppose that

there exists a subsequence (X∗kj )j≥1 such that, for each j ≥ 1,

X∗kj = X∗(kj)−1 +Wj , (18)

where Wj is a random vector which conditional distribution σ(O(kj)−1) is a multivari-

ate normal distribution with mean vector 0 and covariance matrix Vj . For each j ≥ 1,

let λ̄j be the smallest eigenvalue of Vj . If inf
j≥1

λ̄j > 0, then the sequence f(X∗k) has an
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accumulation point that is the global minimum of f over DV almost surely. In addi-

tion, if Ka is finite, then f(X∗k)→ f∗ almost surely. Finally, if x∗ is the unique global

minimizer, then X∗k → x∗ almost surely.

Proof By the mechanism of the algorithm,

X∗(kj)−1 =

(kj)−1∑
i=1

Xi1E(Xi), (19)

where 1E is the indicator function and E is the event defined by

E =[h(X`) < h(Xt) + εh, for all t = 1, . . . , (kj)− 1 and ` is the smallest index

of the points non-dominated by the filter F̄t with this property].

For each i = 1, . . . , (kj) − 1, Xi is obtained by a deterministic function of
the random elements in Oi. Consequently, X∗(kj)−1 is obtained by a deterministic

function of the random elements in O(kj)−1. By (18), the conditional distribution
of Xkj , given σ(O(kj)−1), is multivariate normal distribution, with mean vector
X∗(kj)−1 and covariance matrix Vj . This matrix is invertible, for all j ≥ 1, since by

hypothesis inf
j≥1

λ̄j > 0. Thus, Xkj has conditional density given by

gkj (x |σ(O(kj)−1)) = γ[det(Vj)]
−1/2Ψ

(
(x−X∗(kj)−1)TV −1

j (x−X∗(kj)−1)
)
, (20)

where Ψ(x) = e−x/2 and γ = (2π)−n/2.
From the definition of the Euclidean norm and of λ̄j , it follows that

‖V −1
j ‖ =

√
largest eigenvalue of

(
V −1
j

)T
V −1
j =

√
1

λ̄2
j

=
1

|λ̄j |
=

1

λ̄j
.

Using this, the fact that Vj is definite positive and the Cauchy-Schwarz inequality,
we have, for each j ≥ 1 and x ∈ D,

(x−X∗(kj)−1)TV −1
j (x−X∗(kj)−1) ≤ ‖x−X∗(kj)−1‖

2‖V −1
j ‖ ≤

D2

λ̄j
,

where D = diam(D) = sup
x,y∈D

‖x − y‖ < ∞, once that D is bounded. As Ψ is

monotonically non-increasing,

Ψ
(

(x−X∗(kj)−1)TV −1
j (x−X∗(kj)−1)

)
≥ Ψ

(
D2

λ̄j

)
. (21)

Thus, det(Vj) ≤
(
λ∗j
)n

, where λ∗j is the largest eigenvalue of Vj . Using this and
(21) in (20) and the fact that Ψ is monotonically non-increasing we have, for each
x ∈ D,

gkj (x |σ(O(kj)−1)) ≥ γ
(
λ∗j
)−n/2

Ψ

(
D2

λ̄j

)
≥ γ

(
sup
`≥1

λ∗`

)−n/2
Ψ

 D2

inf
`≥1

λ̄`

 .
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Thus, for all x ∈ D,

G(x) = inf
j≥1

gkj (x |σ(O(kj)−1)) ≥ γ

(
sup
`≥1

λ∗`

)−n/2
Ψ

(
D2

inf`≥1 λ̄`

)
> 0,

which implies
µ ({x ∈ D : G(x) = 0}) = 0.

Consequently, the hypotheses of Theorem 2 hold and we get the results.

Therefore, any filter-based stochastic algorithm with the same general structure
as Algorithm 1, satisfying the sufficient conditions studied in this section almost
surely converges to a solution of the problem.

3 The algorithm with surrogate models

In this section, we specify the steps of Algorithm 1 considering Radial Basis Func-
tion surrogate models to approximate the expensive objective function of problem
(1). We refer the resulting algorithm as FbSA-RBF.

The iterates are computed by a dynamic coordinate search strategy similar to
the one used in DDS [45]. For an efficient exploration of the search space, at each
iteration k, nt random trial points are generated by adding random perturbations
with normal distribution in the dynamically chosen coordinates of the best current
point. Then, the best trial point among the nt trial points is selected, that can
replace or not, the current best point. In order to reduce the number of function
evaluations, a radial basis function interpolation model is used to predict the
objective function evaluation in the trial points.

3.1 Description of the algorithm

This section describes the main choices and steps of FbSA-RBF algorithm.

3.1.1 Initial points

The algorithm computes a set of n0 ≥ n+ 1 initial points:

I = {(Xj) ∈ D : Xj = `+ βj(u− `), with 1 ≤ j ≤ n0}, (22)

where βj ∈ [0, 1]n is generated by using a symmetric Latin hypercube design, as
proposed in [49]. Then, the best initial point X∗0 ∈ I is selected as follows.

Definition 1 The initial point X∗0 is the point of the set I which satisfies one of
the following two conditions:

(i) if all points in I are infeasible, then the best initial point will be the one with
the smallest infeasibility measure. In case of a tie, select the point with the
smallest objective function value;

(ii) if the set I contains feasible points, then the best initial point will be the
feasible trial point with the smallest objective function value.
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3.1.2 Trial points

At each iteration k, the algorithm generates nt trial points by perturbing some or
all components of the current best point. The collection of random elements used
for computing the trial points is given by

{Λkj}1≤j≤3nt+1 = {Pk, Ztk, ξ
t
k, i

t
k}, (23)

where Pk is the probability of perturbing the coordinates; Ztk is the vector as-
sociated to t-th trial point, whose components are random numbers uniformly
distributed in the interval [0, 1], and that with the probability Pk will decide to
perturb or not certain component of the best current point; (ξtk)i ∼ N(0, (λk−1)2

i )
is related to the step size as a perturbation to the component i of the current
best point, chosen to be perturbed, with a normal distribution with mean 0 and
standard deviation (λk−1)i and itk is the index associated to the component that
can be perturbed.

For each t = 1, . . . , nt, we define the set of indices of the coordinates that will
be perturbed at the iteration k, by

Jtk =

{
{itk}, if (Ztk)i > Pk, for all i = 1, . . . , n
{i : (Ztk)i ≤ Pk}, otherwise.

(24)

The step size (ξtk)i is adjusted by controlling the standard deviation λk, asso-
ciated with the magnitude of the step perturbation. As this parameter is related
to the control of the randomness or, equivalently, of the diversity of the points
generated, it can be increased or decreased depending of the number of success or
unsuccessful consecutive iterations.

The deterministic function Θt : Ok → D computes the trial points as a pertur-
bation of the current best point as

(Xt
k)i =

{
min{ui,max{(X∗k−1)i + (ξtk)i, `i}}, if i ∈ Jtk

(X∗k−1)i, if i /∈ Jtk,
(25)

for all t = 1, . . . , nt and i = 1, . . . , n.

3.1.3 Radial basis functions

Surrogate models are computationally inexpensive approximations that are used to
reduce the high cost of the objective function evaluations involved in the optimiza-
tion process [7,39]. Since f is expensive, we use a surrogate model to approximate
f across a RBF model [33,39], briefly described below.

Consider the set Ak−1 = {X1, . . . , Xq} ⊂ Rn of sample points where the values
of the objective function f(X1), . . . , f(Xq) are known. The RBF model approxi-
mates the objective function through the following interpolation function,

Sk(X) =
∑

Xi∈Ak−1

ηi φ(‖X −Xi‖) + p(X), (26)

where ηi ∈ R, for i = 1, . . . , q, ‖ · ‖ is the Euclidean norm, p is a linear function in
Rn and the function φ has the cubic form, φ(y) = y3, as suggested in [39]. Note
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that other functions can be used, for example φ(y) = y2 ln(y) or the Gaussian

φ(y) = e−γy
2

with γ > 0, as proposed in [33].

Consider Φ ∈ Rq×q the matrix defined by Φ(i,j) := φ (‖Xi −Xj‖), for i, j =

1, . . . , q, and MP ∈ Rq×(n+1) the matrix whose i-th line is given by [1 XT
i ]. Thus,

the cubic RBF model that interpolates the points (X1, f(X1)), . . . , (Xq, f(Xq)) is
obtained by solving the system,

(
Φ MP

MT
P 0

)(
η

c

)
=

(
F

0n+1

)
, (27)

where F = (f(X1), . . . , f(Xq)), η = (η1, . . . , ηq)
T ∈ Rq and c = (c1, . . . , cn+1) ∈

Rn+1 are the coefficients of the linear function p. The coefficient matrix in (27) is
invertible if and only if rank(MP ) = n+ 1, which is equivalent to having a subset
of n+ 1 affinely independent points among the sample set Ak−1 [30,33,36]. Along
the iterative process, the best points are added to the sample set to update the
RBF model ensuring that the MP matrix will always have rank n+ 1.

3.1.4 Best trial point selection

The RBF model Sk and the infeasibility measure h are used to select the best
trial point Xt

k
∗

from the set of trial points Xt
k, for t = 1, . . . , nt. The concept

of non-dominance (4) is considered, replacing (fj , hj) by (Sk(Xt
k), h(Xt

k)). So, a
point Y , or equivalently the pair (Sk(Y ), h(Y )), is non-dominated by the pair
(Sk(Xt

k), h(Xt
k)), if

Sk(Y ) + αh(Y ) ≤ Sk(Xt
k) or h(Y ) ≤ (1− α)h(Xt

k)). (28)

Based on this, the best trial point is selected according to the following definition.

Definition 2 The best trial point Xt
k
∗

at the iteration k is the trial point non-
dominated by any other pair (Sk(Xt

k), h(Xt
k)), according to (28), with the smallest

value of the infeasibility measure h.

After the selection of the best trial point Xt
k
∗
, the algorithm verifies if such

point is accepted by the current filter. So, the value f(Xt
k
∗
) is computed. If Xt

k
∗
/∈

F̄k−1, it is accepted as the new iterate Xk and it is included to the set Ak of the
points used by the RBF model for the next iteration. Otherwise, the iteration is
unsuccessful and we keep the best current point from the previous iteration.

3.1.5 The algorithm

Now we present the Filter-based stochastic algorithm FbSA assisted by Radial
Basis Function surrogate models to approximate the objective function.
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Algorithm 2 - FbSA-RBF

Require: α, η ∈ (0, 1), λ0, εh > 0, τsuc, τfailure, n0 ≥ n+ 1, nt, Nmax ∈ N
1: generate the set I of n0 initial points according to (22)
2: select X∗

0 ∈ I by Definition 1
3: set O0 = {X∗

0 }, F0 = F0 = ∅, A0=I, cr = csuc = cfailure = 0 and nf = n0,
4: set k = 1
5: while the stopping criterion is not satisfied do
6: set F̄k−1 = Fk−1 ∪ {(f(X∗

k−1), h(X∗
k−1))} and define

7: F̄k−1 = Fk−1 ∪
{
x ∈ D : f(x) + αh(x) ≥ f(X∗

k−1) and h(x) ≥ (1− α)h(X∗
k−1)

}
8: build/update the RBF model Sk by (26) and (27) using the points of Ak−1

9: generate a collection of random elements {Λkj
}1≤j≤3nt+1 = {Pk, Z

t
k, ξ

t
k, i

t}, with

t = 1, . . . , nt, according to (23)
10: set Ok = Ok−1 ∪ {Λkj

}1≤j≤3nt+1

11: compute the set Jt
k by (24), for t = 1, . . . , nt

12: compute Xt
k ∈ D by (25), for t = 1, . . . , nt

13: select Xt
k
∗

by Definition 2, compute f(Xt
k
∗
) and set nf = nf + 1

14: if Xt
k
∗
/∈ F̄k−1 then

15: set Xk = Xt
k
∗
, Ak = Ak−1 ∪ {Xt

k
∗}

Filter update:
16: if f(Xk) ≤ f(X∗

k−1) then

17: set Fk = Fk−1 and Fk = Fk−1 (f -iteration)
18: else
19: set Fk = F̄k−1 and Fk = F̄k−1 (h-iteration)
20: end if

Best point update:
21: if h(Xk) < h(X∗

k−1) + εh then

22: set X∗
k = Xt

k
∗

(successful iteration)

23: if
(
f(X∗

k−1)− f(Xt
k
∗
)
)
> η|f(X∗

k−1)| then
24: set csuc = csuc + 1 and cfailure = 0
25: end if
26: else
27: set X∗

k = X∗
k−1, cfailure = cfailure + 1 and csuc = 0 (unsuccessful iteration)

28: end if
29: else
30: set Xk = X∗

k−1, X∗
k = Xk, Ak = Ak−1, Fk = Fk−1, Fk = Fk−1

31: end if
Adjust step size:

32: if cfailure ≥ τfailure then
33: set λk = max(λk−1/2, λ0), cr = cr + 1 and cfailure = 0
34: else
35: if csuc ≥ τsuc then
36: set λk = min(2λk−1, λ0) and csuc = 0
37: end if
38: end if
39: set k = k + 1
40: end while

3.2 Convergence analysis

This section is dedicated to prove that Algorithm 2 satisfies the sufficient condi-
tions established in Theorems 1 and 3, ensuring its almost surely convergence.

In FbSA-RBF algorithm, the choice of the coordinates to be perturbed follows
a uniform distribution, while the magnitude of perturbation follows a normal dis-
tribution. We will prove that the sequence (X∗k) generated by the algorithm admits
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a subsequence where all components have a random perturbation with normal dis-
tribution. For that, next lemma shows that the existence of such subsequence is
ensured when the probability Pk ∈ (0, 1] is greater than a positive constant.

Lemma 3 Consider the sequence (X∗k) generated by Algorithm 2 and assume that

there exists a constant p > 0 such that the probability Pk ≥ p, for all k ∈ N. Then,

there exists a subsequence
(
X∗kj

)
in D where all components of all of its terms have

random perturbations with normal distribution. More precisely,(
X∗kj

)
i

= min{ui,max{(X∗(kj)−1)i + (ξkj )i, `i}}, (29)

with (ξkj )i ∼ N(0, (λkj )2
i ), for i = 1, . . . , n.

Proof Consider the success event Ek as the one in which all the coordinates of X∗k
have a random perturbation with normal distribution. In this case, according to
(24),

[Ek] = [(Zk)i ≤ Pk, for all i = 1, . . . , n],

where (Zk)i ∼ U [0, 1]. Since the events [(Zk)1 ≤ Pk], . . ., [(Zk)n ≤ Pk] are indepen-
dent, we have

P (Ek) =
n∏
i=1

P ((Zk)i ≤ Pk) . (30)

As each (Zk)i ∼ U [0, 1] we have that the density function is given by

g(z) =

{
1, if z ∈ [0, 1],
0, otherwise.

Thus, for each i,

P ((Zk)i ≤ Pk) =

∫ Pk

−∞
g(z) dz =

∫ 0

−∞
0 dz +

∫ Pk

0

1 dz = Pk.

Substituting in (30), we have

P (Ek) =
n∏
i=1

Pk = P n
k .

By the hypothesis that Pk ≥ p > 0, it follows

∞∑
k=1

P (Ek) =
∞∑
k=1

P n
k ≥

∞∑
k=1

pn = pn
∞∑
k=1

1 =∞.

Therefore, by Lemma of Borel-Cantelli [40],

P (Ek infinite times) = 1.

Thus, the sequence (X∗k) admits a subsequence
(
X∗kj

)
such that all components

of each element of the sequence are perturbed. By the algorithm, the terms of the
subsequence

(
Xkj

)
are computed, coordinates to coordinates, by(
X∗kj

)
i

= min{ui,max{(X∗(kj)−1)i + (ξkj )i, `i}},
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with (ξkj )i ∼ N(0, (λkj )2
i ), for i = 1, . . . , n, which completes the proof.

From last lemma, there exists a subsequence (X∗kj ), of the sequence (X∗k) gen-

erated by Algorithm 2, satisfying (18), which implies the convergence of the algo-
rithm almost surely as shown in next theorem.

Theorem 4 Assume that Hypotheses H1 - H3 hold. Consider (X∗k) a sequence gen-

erated by Algorithm 2. Suppose that there exists p > 0 such that with Pk ≥ p, for all

k ∈ N. Then, the sequence f(X∗k) has an accumulation point that is global minimum

of the f over DV almost surely. In addition, if Ka is finite, then f(X∗k) → f∗ almost

surely. Finally, if x∗ is the unique global minimizer of f , then X∗k → x∗ almost surely.

Proof By Lemma 3, there exists a subsequence
(
X∗kj

)
where all coordinates of each

element have random perturbation with normal distribution, with (X∗kj )i given

by (29), where each component (ξkj )i ∼ N(0, (λkj )2
i ) follows a normal distribution

of mean 0 and standard deviation given by the square root of the eigenvalues of
the covariance matrix. Thus, ξkj ∼ N(0, Vj) is a random vector whose conditional
distribution, given σ(O(kj)−1), is the multivariate normal distribution with mean
0 and covariance matrix Vj given by

Vj = Cov(ξkj ) = diag
(

(λkj )2
1, . . . , (λkj )2

n

)
.

In this case, we have that the eigenvalues of Vj are the variance (λkj )2
1, . . ., (λkj )2

n

of the normal random perturbation added to each component of X∗(kj)−1. Thus,
the smallest eigenvalue of Vj is given by

λ̄j := min
1≤i≤n

(λkj )2
i > 0.

Consequently, the results follow from Theorem 3.

4 Numerical experiments

In this section, we report the numerical experiments to illustrate the practical
performance of the proposed FbSA-RBF when solving three benchmark sets of
constrained global problems.

First, a comparison is carried out with other methods in the literature, which
involve different approaches for handling the constraints, namely the A2-SF, P-BS
AFS and EPGO, presented in [12,28,42], using the set of problems described in
[6]. Second, well-known engineering design problems presented in [43] are used in
order to compare to A2-SF algorithm. In the third experiment, a set of problems
described in [26,29] is used to compare the performance of FbSA-RBF with CARS-
RBF, CPRS-RBF and ConstrLMSRBF algorithms [30,36], which involve RBF
surrogate models.
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4.1 Implementation details

In the two first numerical experiments, stopping conditions based on the values of
h and f are used. Thus, the proposed FbSA-RBF algorithm stops when the best
current point X∗k satisfies

f(X∗k) ≤ f∗ + εf and h(X∗k) ≤ εh, (31)

where εf is the accuracy error required in the value of the objective function, εh is
the tolerance of the constraint violation and f∗ is the best-known solution available
in the literature. Besides, if (31) does not hold, the FbSA-RBF algorithm stops
if it reaches the maximum number of function evaluations Nmax = 1000 allowed.
The accuracy required for the objective function and constraint violation were the
same as those used in [28,42], εf = 10−4 and εh = 10−8, respectively.

The probability of perturbing the coordinates Pk is computed by

Pk =

(
1−

log(nf − n0 + 1)

log(Nmax − n0)

)
min

{
20

n
, 1

}
,

where n is the dimension of the problem, n0 = 2(n + 1) is the number of initial
points, nf is the number of function evaluations until the iteration k. As the
algorithm evaluates the objective function once per iteration, as k increases, the
probability tends to decrease. This is reasonable since at the end of the iterative
process it is expected that the best current point is close to the solution of the
problem and therefore major perturbations are not need.

The number of trial points nt generated at each iteration varies according
to the dimension of the problem. The values used in the numerical experiments
of FbSA-RBF were nt = min{100n, 5000}, the maximum tolerance of failures,
τfailure = max{5, n}, and the maximum tolerance of success, τsuc = 3, as suggested
in [39].

Since the algorithm relies on some random parameters and variables, each
problem was solved 30 times. Problems with equality constraints were reformu-
lated to inequality constrained problems, by considering |ci(x)| ≤ 10−4, for i ∈ E.
The tests were performed in a notebook ASUSTek Intel Core i7-6700HQ, CPU
2.60GHz, with 16GB RAM, 64-bit, using Matlab R2017a.

4.2 Numerical results

In the first experiment, a set of 20 global optimization test problems with general
constraints described in[6] is used to illustrate the practical performance of FbSA-
RBF. The number of variables ranges from 2 to 10 and the number of constraints
ranges from 1 to 12. The results of this study are compared to A2-SF, P-BS AFS
and EPGO.

The A2-SF [28] combines the filter methodology, with a slanting filter rule,
and the DDS method. The P-BS AFS [42] is a population-based filter framework,
where the subproblems are globally solved by an artificial fish swarm stochastic
algorithm. The EPGO [12], uses an exact penalty approach based on the DIRECT
to globally solve the subproblems.
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Table 1 presents the numerical results of the FbSA-RBF, A2-SF, P-BF AFS
and EPGO for this set of problems. The first three columns display the data of
the problem: the identification (P); the dimension (n); the global optimum known
(f∗). The next columns display, for each algorithm, the results obtained among
the 30 runs: the best solution obtained (fbest), the median (fmed), the infeasibility
measure at the best point (hbest), the median of infeasibility measure (hmed) and
the average number of function evaluations (nf avg). The numerical results of the

A2-SF, P-BF AFS and EPGO were taken from [28], [42] and [12], respectively.

Table 1: Numerical results for problems described in [6]

P n f∗ Algorithm fbest fmed hbest hmed nf avg

1 5 2.9313e-02 FbSA-RBF 0.2724 141.6525 0.00e00 0.00e00 1000
A2-SF 0.1978 237.3387 1.43e-04 6.49e-05 9479
P-BF AFS 0.0956 1.4665 7.84e-07 * 6945
EPGO 0.0625 2.35e-07 39575

2a 9 -4.0000e02 FbSA-RBF -388.622 0.000 0.00e00 0.00e00 1000
A2-SF -395.875 -312.487 0.00e00 0.00e00 14994
P-BF AFS -358.650 -308.664 0.00e00 * 7068
EPGO -134.113 8.43e-04 115107

2b 9 -6.0000e02 FbSA-RBF -284.276 986.439 0.00e00 0.00e00 1000
A2-SF -384.423 -301.721 0.00e00 0.00e00 14743
P-BF AFS -378.317 -274.472 0.00e00 * 6963
EPGO -768.457 5.30e-04 120057

2c 9 -7.5000e02 FbSA-RBF -684.722 -544.883 0.00e00 0.00e00 1000
A2-SF -747.021 -702.915 0.00e00 0.00e00 14630
P-BF AFS -697.452 -657.349 0.00e00 * 7189
EPGO -82.977 8.43e-04 102015

2d 10 -4.0000e02 FbSA-RBF -400.000 -50.386 0.00e00 0.00e00 1000
A2-SF -399.900 -347.957 0.00e00 0.00e00 14286
P-BF AFS -399.118 -394.563 0.00e00 * 6526
EPGO -385.170 0.00e00 229773

3a 6 -3.8880e-01 FbSA-RBF -0.3889 -0.3795 0.00e00 0.00e00 1000
A2-SF -0.3878 -0.3747 0.00e00 0.00e00 15858
P-BF AFS -0.3888 -0.3842 5.22e-04 * 7495
EPGO -0.3861 1.02e-06 48647

3b 2 -3.8881e-01 FbSA-RBF -0.3888 -0.3885 0.00e00 0.00e00 907
A2-SF -0.3888 -0.3883 0.00e00 0.00e00 6512
P-BF AFS -0.3888 -0.3888 0.00e00 * 1041
EPGO -0.3888 0.00e00 3449

4 2 -6.6666e00 FbSA-RBF -6.6666 -6.6665 0.00e00 0.00e00 361
A2-SF -6.6666 -6.6662 0.00e00 0.00e00 5483
P-BF AFS -6.6667 -6.6665 0.00e00 * 493
EPGO -6.6666 0.00e00 3547

5 3 2.0116e02 FbSA-RBF 201.159 201.159 0.00e00 0.00e00 1000
A2-SF 201.159 201.157 0.00e00 3.57e-02 2930
P-BF AFS 201.159 201.159 8.11e-07 * 2999
EPGO 201.159 1.66e-04 14087

6 2 3.7629e02 FbSA-RBF 376.292 376.293 0.00e00 0.00e00 1000
A2-SF 376.305 376.986 0.00e00 0.00e00 6079
P-BF AFS 376.293 376.304 0.00e00 * 1335
EPGO 0.470 2.05e-05 1523

7 2 -2.8284e00 FbSA-RBF -2.8284 -2.8283 0.00e00 0.00e00 194
A2-SF -2.8284 -2.8230 0.00e00 0.00e00 4829
P-BF AFS -2.8284 -2.8283 0.00e00 * 920
EPGO -2.8058 0.00e00 13187

Continued on next page



Filter-based stochastic algorithm for global optimization 21

Table 1 (Continued from previous page)

P n f∗ Algorithm fbest fmed hbest hmed nf avg

8 2 -1.1870e02 FbSA-RBF -118.704 -86.422 0.00e00 0.00e00 1000
A2-SF -118.703 -115.138 0.00e00 0.00e00 5904
P-BF AFS -118.704 -118.698 0.00e00 * 1521
EPGO -118.704 0.00e00 7621

9 6 -1.3402e01 FbSA-RBF -13.4019 -13.4019 0.00e00 0.00e00 1000
A2-SF -13.4019 -13.3916 0.00e00 0.00e00 8187
P-BF AFS -13.4018 -13.4007 0.00e00 * 1839
EPGO -13.4026 1.35e-04 68177

10 2 7.4178e-01 FbSA-RBF 0.7418 0.7418 0.00e00 0.00e00 68
A2-SF 0.7419 0.7436 0.00e00 0.00e00 5733
P-BF AFS 0.7418 0.7418 0.00e00 * 2126
EPGO 0.7420 0.00e00 6739

11 2 -5.0000e-01 FbSA-RBF -0.5000 -0.4999 0.00e00 0.00e00 80
A2-SF -0.5000 -0.4982 0.00e00 0.00e00 6135
P-BF AFS -0.5000 -0.5000 0.00e00 * 782
EPGO -0.5000 0.00e00 3579

12 2 -1.6739e01 FbSA-RBF -16.7393 -16.7321 0.00e00 0.00e00 1000
A2-FF -16.6486 -15.5805 0.00e00 3.02e-05 4159

P-BF AFS -16.7389 -16.7389 0.00e00 * 35
EPGO -16.7389 5.36e-06 3499

13 3 1.8935e02 FbSA-RBF 271.994 287.201 0.00e00 1.17e-04 1000
A2-SF 278.942 280.580 1.45e-05 3.30e-01 4601
P-BF AFS 189.345 253.937 0.00e00 * 4031
EPGO 195.955 9.21e-04 8085

14 4 -4.5142e00 FbSA-RBF -4.5142 -4.5142 0.00e00 0.00e00 523
A2-SF -4.5142 -4.4808 0.00e00 0.00e00 8520
P-BF AFS -4.5142 -4.5139 0.00e00 * 2028
EPGO -4.3460 9.22e-05 19685

15 3 0.0000e00 FbSA-RBF 0.0000 0.0000 0.00e00 1.25e-02 1000
A2-SF 0.0000 0.0000 2.03e-05 1.91e-02 4729
P-BF AFS 0.0000 0.0000 9.11e-07 * 3593
EPGO 0.0000 4.94e-05 1645

16 5 7.0492e-01 FbSA-RBF 0.7050 0.7050 0.00e00 0.00e00 21
A2-SF 0.7049 0.7050 0.00e00 0.00e00 121
P-BF AFS 0.7049 0.7049 0.00e00 * 447
EPGO 0.7181 2.00e-04 22593

*information not available at source

From Table 1, we can conclude that the proposed algorithm presents competi-
tive results when compared with the P-BF AFS, A2-SF and EPGO algorithms. Us-
ing less function evaluations, FbSA-RBF reaches the global optimum value known
f∗ on 15 out of 20 problems. Furthermore, the median objective function values
are close to f∗ for 12 of them. Four of the problems (1, 2a, 2b and 2c) are not
solved by any algorithm, although some of them obtained feasible solutions.

The second experiment involves nine more complex and real application engi-
neering design problems described in [43], since problems of practical interest are
important for assessing the effectiveness of the proposed algorithm. In this set of
problems, the number of design variables ranges from 2 to 8 and the number of
inequality constraints ranges from 1 to 11.

Table 2 presents the results obtained by FbSA-RBF and A2-SF [28]. The
columns related to the infeasibility measures are omitted since both algorithms
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produced feasible solutions in all runs. Using less function evaluations, FbSA-
RBF reaches best solutions in all problems, comparing to A2-SF. None algorithm
solved with a good accuracy the problems C. Vessel, Heat E. and W. Beam.

Table 2 Numerical results for engineering design problems described in [43]

P n f∗ Algorithm fbest fmed nf avg

C.Vessel 5 5868.7650 FbSA-RBF 5885.4030 6263.9640 1000
A2-SF 5898.3626 6327.0383 10966

D.Brake 4 0.1274 FbSA-RBF 0.1274 0.1274 793
A2-SF 0.1274 0.1283 6770

F.B.Truss 4 1400.000 FbSA-RBF 1400.0000 1400.0000 14
A2-SF 1400.0000 1400.0000 336

Heat E. 8 7049.2480 FbSA-RBF 7051.1860 7666.1930 1000
A2-SF 7075.0293 8340.3915 17826

S.Reducer 7 2994.4991 FbSA-RBF 2994.4840 3089.5885 1000
A2-SF 2994.4840 2994.5185 15146

T.Column 2 26.5313 FbSA-RBF 26.5314 27.0672 1000
A2-SF 26.5342 26.6429 5884

T.Spring 3 0.0127 FbSA-RBF 0.0127 0.0129 1000
A2-SF 0.0127 0.0140 7598

T.B.Truss 2 263.8958 FbSA-RBF 263.8959 263.8964 819
A2-SF 263.9086 264.0120 6649

W.Beam 4 2.3809 FbSA-RBF 2.4568 3.2971 1000
A2-SF 2.5942 5.2176 11016

The third set of experiments aims to compare the results produced by FbSA-
RBF and other methods that use RBF surrogate models, the CARS-RBF, the Con-
strained Accelerated Random Search algorithm; CPRS-RBF, the RBF-assisted
version of the Constrained Pure Random Search and ConstrLMSRBF, an exten-
sion of the Local Metric Stochastic RBF reported in [30]. The CARS-RBF and
ConstrLMSRBF use surrogates to approximate the objective and constraint func-
tions.

A set of 26 test problems whose dimensions range from 2 to 20 and the num-
ber of inequality constraints ranges from 1 to 38 is considered. Fifteen of them
belong to the G’s collection, a set of well-known constrained optimization test prob-
lems developed for the “CEC 2006 Competition on Constrained Real-Parameter
Optimization” and described in [26]. The remaining problems are from the suit
of scalable functions developed for the “CEC 2010 Competition on Constrained
Real-Parameter Optimization”, fully described in [29], using the 10-dimensional
instances of them. The problems labeled MOD are obtained from the correspond-
ing original version by relaxing the equality constraints. The description of these
26 test problems can be found in [30].

For a fair comparison, the algorithms stop when the maximum number of
objective function evaluations Nmax = 100(n+ 1) is attained, as suggested in [30].
The results are summarized in Table 3, where favg and stdv represent, respectively,
the mean and the standard deviation of the best objective function values among
of the feasible solutions of the 30 runs. In addition, to the FbSA-RBF algorithm,
we included the column (succ) with the percentage of runs that produced feasible
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solutions (successful runs) among the 30 runs. This information is not available
for the other methods in comparison.

FbSA-RB is the algorithm with best favg results on 15 out of the 26 problems.
For example, FbSA-RBF presented much better results than the other algorithms
for problems G01, G08, G09, with favg closer to the global optimal known. It
should be noted that for the problem G09, FbSA-RBF has a success rate of 93%,
which means that feasible solutions have been obtained in 28 of the 30 runs.

To complement the information of the table, Figure 2 presents the performance
profile, as proposed in [13], for the four algorithms for solving this set of 26 prob-
lems, related to the performance measure |favg − f∗|/max(1, |f∗|) as suggested in
[11]. The plot reports (on the vertical axis) the percentage of problems solved by
each algorithm that is within a certain threshold, t, (on the horizontal axis) of the
best result. The higher the percentage the better. A higher value for t = 1 means
that the corresponding algorithm achieves the smallest value of the metric mostly.
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Table 3 Comparison between FbSA-RBF and other methods using RBF surrogate models

FbSA-RBF CARS-RBF CPRS-RBF ConstrLMSRBF

Problem f∗ fbest favg stdv succ favg stdv favg stdv favg stdv

G01 -1.5000e+01 -15.000000 -1.4949e+01 1.0688e-01 100 -8.1982e+00 3.5685e-01 -5.7125e+00 1.4856e-01 -1.2358e+01 3.1299e-01
G02 -8.0362e-01 -0.739492 -5.3021e-01 7.5848e-02 100 -5.4267e-01 1.5301e-02 -4.6623e-01 5.1095e-03 -3.3069e-01 1.7471e-02
G03MOD -1.0005e+00 -0.995700 -7.8827e-01 3.3974e-01 100 -6.9302e-01 3.7562e-06 -2.1476e-05 1.1090e-05 -6.4612e-01 3.2067e-02
G04 -3.0666e+04 -30665.430000 -3.0514e+04 9.5866e+01 100 -3.0664e+04 1.0583e-01 -3.0512e+04 6.5526e+00 -3.0664e+04 1.0408e-01
G05MOD 5.1265e+03 5125.470000 5.2668e+03 2.1450e+02 47 5.1307e+03 6.8687e-01 5.2860e+03 1.1029e+01 5.1303e+03 5.3444e-01
G06 -6.9618e+03 -6938.087000 -6.8917e+03 2.3192e+01 100 -6.8478e+03 1.0763e+01 -6.1040e+03 7.8520e+01 -6.8843e+03 1.0650e+01
G07 2.4306e+01 24.331230 2.4487e+01 1.0720e-01 100 2.4647e+01 1.9148e-02 5.0061e+02 4.7844e+01 2.4560e+01 1.2624e-02
G08 -9.5825e-02 -0.095825 -9.5822e-02 9.9968e-06 100 -6.2234e-02 6.2338e-03 -8.6539e-02 3.9757e-03 -4.5896e-02 5.5923e-03
G09 6.8063e+02 680.671500 6.8091e+02 1.3249e-01 93 7.7888e+02 1.8201e+01 9.7861e+02 2.3571e+01 9.9629e+02 4.6514e+01
G10 7.0492e+03 7073.403000 7.3638e+03 1.5763e+02 100 7.6393e+03 9.1632e+01 1.3513e+04 2.9508e+02 7.2959e+03 2.9906e+01
G13MOD 5.3942e-02 0.123741 7.4965e-01 2.4279e-01 100 3.5761e-03 1.3628e-05 5.2518e-03 1.2874e-04 1.3880e-02 3.4056e-03
G16 -1.9052e+00 -1.905104 -1.9047e+00 2.6813e-04 100 -1.9032e+00 1.4206e-04 -1.7177e+00 6.3602e-03 -1.9032e+00 1.8738e-04
G18 -8.6603e-01 -0.865987 -8.5837e-01 7.1484e-03 100 -8.1354e-01 1.4906e-02 -2.3243e-01 1.7915e-02 -8.2248e-01 1.3001e-02
G19 3.2656e+01 36.690370 5.4316e+01 1.4838e+01 100 7.7821e+01 2.3259e+00 7.9816e+02 2.3129e+01 6.4197e+01 2.1127e+00
G24 -5.5080e+00 -5.508005 -5.5079e+00 1.3170e-04 100 -5.5061e+00 2.6636e-04 -5.4979e+00 9.8807e-04 -5.3249e+00 8.6699e-02
C01 -7.4731e-01 -0.737633 -5.2942e-01 9.3865e-02 100 -4.5715e-01 1.3609e-02 -4.1669e-01 8.7688e-03 -2.9030e-01 1.0710e-02
C02MOD -2.2777e+00 -2.191926 -1.2200e+00 5.1038e-01 100 -2.2114e+00 3.1975e-02 -1.0889e+00 3.3414e-02 -2.0195e+00 6.6629e-02
C05MOD -4.8361e+02 187.537000 4.6127e+02 1.2256e+02 83 -4.7165e+02 4.0030e+00 -2.9240e+02 6.5636e+00 -4.0531e+02 2.1516e+01
C06MOD -5.7866e+02 379.907600 5.4645e+02 7.7265e+01 93 -3.6983e+02 1.7466e+01 -1.5177e+02 3.7059e+00 -3.2976e+02 2.2255e+01
C07 0.0000e+00 6.2290e+00 1.1605e+02 1.6964e+02 100 3.6011e+05 7.4414e+04 8.1804e+08 1.3970e+08 1.0590e+06 8.9464e+04
C08 0.0000e+00 1.2497e+01 1.6417e+02 1.5569e+02 100 5.7753e+05 1.5980e+05 8.8208e+08 1.4292e+08 2.0133e+06 3.0348e+05
C09MOD 0.0000e+00 4.3717e+12 1.7233e+13 7.0639e+12 100 3.6364e+07 7.0368e+06 6.2069e+10 9.4480e+09 1.7092e+08 1.1831e+07
C10MOD 0.0000e+00 3.0016e+12 1.6665e+13 6.5694e+12 100 3.5231e+07 5.3131e+06 5.1332e+10 8.1646e+09 1.6627e+08 1.3735e+07
C14 0.0000e+00 105.564200 3.5730e+03 4.0722e+03 100 8.8915e+10 7.2741e+10 4.1754e+13 6.1619e+12 3.1018e+09 2.2457e+08
C15 0.0000e+00 263.484300 1.2037e+13 2.3835e+13 100 1.6534e+14 1.4784e+13 1.5982e+14 1.4021e+13 1.6565e+14 1.4788e+13
C17MOD 0.0000e+00 114.687300 5.0187e+02 1.7574e+02 100 4.8892e+00 5.6902e-01 3.6618e+01 2.4068e+00 5.7031e+00 7.7777e-01
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So, in terms of efficiency we can say that FbSA-RBF, CARS-RBF and Con-
strLMSRBF solved about 58%, 31% and 15% of the problems, respectively, with
the smallest value of the metric considered. On the other hand, CPRS-RBF does
not solve any problem with the best performance measure. FbSA-RBF and Con-
strLMSRBF are the most robust algorithm, solving all problems using no more
than 4×105 and 8×105, respectively, the performance measure used by the best al-
gorithm. Consequently, FbSA-RBF has competitive results when comparing with
other strategies using RBF surrogate models.

Fig. 2 Performance profile for FbSA-RBF, CARS-RBF, CPRS-RBF and ConstrLMSRBF
with measure |favg − f∗| /max(1, |f∗|)

5 Conclusions

In this paper, the general FbSA to solve nonlinear and nonconvex constrained
global optimization problems is proposed. The convergence of the algorithm is al-
most surely guaranteed once the probability distribution used in the computation
of the iterates satisfies some hypotheses. To optimize problems with computation-
ally expensive black-box objective functions, we developed the FbSA-RBF based
on the structure of the general algorithm and assisted by radial basis function
surrogate models to approximate the objective function. In each iteration of the
FbSA-RBF, several trial points are computed by adding random perturbations
with normal distribution in the dynamically chosen coordinates of the best cur-
rent point. The best of them is chosen by using a non-dominance criterion based on
the values of the surrogate model and the infeasibility measure at the trial points.
This point replaces the current best point if it is accepted by the filter and does
not increase the infeasibility measure by more than a small positive quantity εh,
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from the current best one. Theoretical results concerning the sufficient conditions
for the almost surely convergence of the algorithm are proved. A performance com-
parison of the FbSA-RBF with other algorithms in the literature, when solving
55 problems of three different sets, is presented. The numerical experiments evi-
denced significant savings in the number of objective function evaluations by the
FbSA-RBF, providing competitive results when compared to other algorithms.
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