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Abstract— Most Health Institutes are transitioning between 
documents in physical format and digital format. It is pertinent 
and important to develop applications that helps health 
professionals on this transition. An application that would aid 
the process of digitalization of documents was developed using 
a Python library. To help with the decision of which library to 
use, a study was made regarding the precision and speed of 
execution of PyOCR, PyTesseract and TesseOCR. 

Keywords—: OCR, Wrapper, Python, HIS 

 

I. Introduction  
For the effective functioning of any health entity, whether 

hospitals or clinics, public or private, a division is required 
responsible for the reception, classification, conservation and 
availability of documents associated with clinical activity. 
This division is usually referred as the Clinical Archive. We 
are currently in a period where most of these divisions are 
transitioning between documents in physical format and 
digital format, working with both formats simultaneously. It 
is pertinent and important to develop applications that 
facilitate this transition to obtain the highest rentability from 
this hospital division. In partnership with the Clinical Archive 
of the Hospital da Senhora da Oliveira in Guimarães, an 
application that would aid the process of digitalization of the 
documents was developed. The destination of these 
documents is AIDA platform. To achieve this goal a Python 
platform was developed that uses the technology of Optical 
Character Recognition, namely the open source engine 
Tesseract. 

 

A. AIDA 
Agency for Integration, Diffusion and Archive of Medical 

Information (AIDA) is a platform that tries to overcome the 
difficulty of integration of all clinical systems, as well as 
support the medical and administrative complexity of 
different Hospital information sources [1, 2]. AIDA is 
currently installed at some major Portuguese hospitals. It is an 
electronic platform that provides employees with intelligence 
featuring a pro-active behavior in its main functions: 

communication between heterogeneous systems, storage 
management and hospital information; response to requests in 
time; sending and receiving information from hospital sources 
like laboratories, medical reports, images, prescriptions, and 
others. AIDA establishes connection with all Systems of 
medical information: EHR; Administrative Information 
System (AIS); Medical Information System (MIS); and 
Nursing Information System (NIS) [3, 4]. AIDAS’s covers all 
tasks needed to execute a medical examination. At the same 
time, AIDA agents ensure that information is shared with 
other hospital subsystems. Therefore, clinical professionals 
can also access all information through their specifics systems 
of record. The information will still be available in other 
platforms like MIS, NIS or AIS but the AIDA importance is 
to assemble and to provide patient health record at one place. 

 

B. OCR Technology 
OCR, the acronym for "Optical Character Recognition" 

refers to the concept of recognition, analysis and 
understanding of characters through an optical mechanism. In 
the human being, this concept is represented by the ability to 
read, the eyes being the optical mechanism and the brain, 
namely the Wernicke area [6], the analysis and understanding 
of the input provided. In the scope of technology, OCR is the 
electronic or mechanical conversion of text, be it manuscript 
or typography, in machine language. The first concept of OCR 
was patented in 1929 by Tausheck in Germany, while in 1933, 
Handel did the same in the United States of America. These 
are the first known OCR records. However, it was only in the 
1950s, with the arrival of computers, that this technology went 
from theory to practice.  

The workings of OCR technology can be understood in 
five phases. These phases are Scanning, Segmentation, 
Preprocessing, Character Extraction and Recognition. In the 
first step, a digital image of the original document is obtained 
through a camera or scanner. These devices convert the 
received light intensity to gray levels. Normally, since most of 
the documents that are to be scanned are composed of 
information represented by black color on a white 
background, the digital image will be converted to a black and 



Figure 1 - Type 1 Document 

Figure 2 - Type 2 Document 

white image. This conversion is achieved through the 
thresholding method where pixels with gray levels that are 
below a certain number are converted to white and those 
above that number are converted to black. In the second step, 
segmentation, the distinction between written text and images 
is made. It is also at this stage that all text is segmented into 
the most basic components, isolating each word and each 
character. The scanned image may contain some noise which 
may resolve to errors in the character recognition step. In the 
third step we intend to eliminate this problem through a 
preprocessing of the image. The resolution of this problem 
involves the smoothing and normalization of characters, 
where "holes" in the characters are corrected through fill 
techniques and the size, angle and rotation of the characters 
are corrected. In the fourth stage, considered the most 
difficult, a search is made regarding the characteristics that 
allow the identification of a symbol, ignoring the rest. In the 
last phase, the raised characteristics are compared to a set of 
known characteristics to be able to identify the corresponding 
character, thus ending the image to text conversion. [7, 8, 10] 

 

C. Tesseract 
Tesseract is an open source OCR software developed by 

Hewlett Packard between 1984 and 1994. In 1995 it was 
featured in the UNLV Annual Test of OCR Accuracy where 
it obtained excellent results when compared to other available 
software. Its development began as a PhD project and grew as 
a possible addon to the HP product line, namely the scanners. 
Motivated by the fact that OCR technologies are still 
underdeveloped and after a collaboration with HP Labs Bristol 
and HP's Scanner Division, Tesseract has gained a leading 
edge in recognition accuracy over other commercially 
available software. Despite this leadership Tesseract would 
only be available in open source in 2005. 

The Tesseract works through a series of traditional steps. 
In the first step the input image is converted into a binary 
image containing only the black and white colors. In the 
second step, there is an analysis of the components where their 
contours are stored. This phase has a very high computational 
cost, but it brings a significant advantage to the process: it 
becomes much simpler to detect text with inverted colors 
(white text on a black background), making it as easy as 
recognizing black text on a white background. This phase 
distinguishes Tesseract as the first software to be able to 
handle inverted-color text in such a trivial way. At the end of 
this phase, the contours are converted into Blobs. Blobs are 
organized into lines of text that are later parsed to detect 
anomalies in the standard size of the contours. The lines of 
text are then divided into words using the space between the 
characters as a reference. The stage of recognition occurs in 
two phases. In the first phase an attempt is made to recognize 
the previously separated words. Each word that is successfully 
recognized is added to the reference data. With this addition 
of data, a second recognition attempt is made, which 
corresponds to the second phase. Finally, a step occurs to 
correct the less obvious spaces and check alternatives to the 
vertical axis to locate lowercase text. [5, 9, 11] 

 

D. Resources 
In partnership with the person in charge of the Clinical 

Archive of Hospital da Senhora da Oliveira, a survey was 
made of the documents that enter this department. A sorting 

was then carried out with regarding the type of document to 
satisfy two conditions. The first would be the existence of such 
a volume of documents necessary to carry out the tests. The 
second condition refers to the model of the document, as it was 
crucial that they present the information that is to be extracted 
in a visible and clear way. From this screening came two types 
of documents ideal for the study in question. Then, a quality 
screening was carried out for the documents, eliminating any 
copies that contained information illegible to the human eye. 
The two types of document selected are shown in the images 
below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

II. DEVELOPMENT 
In this phase the development and execution of tests 
regarding the performance of the chosen wrappers using the 
documents and the materials already mentioned were carried 
out. Since the goal would be to extract the process number, 



an eight-digit number that exists as an identifier, as soon as 
possible, 4 different tests were performed that vary in the area 
of the analyzed document for each combination of library and 
document. In the first test the entire document was analyzed 
and in the second test only the vignette where the process 
number is found is analyzed. In the third and fourth tests a 
horizontal and vertical bar is analyzed which contain the 
process number to be extracted. 
The parameters chosen for evaluation are speed and accuracy. 
To evaluate the accuracy a system was created that detects 
four types of errors. In the cases where the number extracted 
differs from the original by a maximum of 1 or 2 characters 
it is considered Error Type 1. When more than one number is 
extracted, one of which is the correct one, it is considered 
Error Type 2. When the number extracted contains 3 or more 
wrong digits, it is considered Error Type3. Finally, if no 
number is extracted, it is considered Error Type 4. To 
evaluate the speed, a counter has been implemented that 
records the time that the area of the document in question 
takes to be analyzed. 
The test algorithm is divided into four phases. In the first 
phase the document is prepared for analysis. Through the 
ImageMagick library this process begins by transforming the 
pdf document type to the highest quality document type 
possible, considering library compatibility. In the case of the 
PyOCR and PyTesseract libraries the .tiff was chosen and in 

the case of TesseOCR the .jpeg was chosen. Then the image 
resolution is set to 300. The next step corresponds to the 
appropriate cropping of the image. After this process, the 
image is ready for phase two. In this phase the methods of the 
libraries that perform OCR in the image obtained in the 
previous phase are executed. It is at this stage that the time is 
recorded that will be used to evaluate the parameter of speed. 
After extracting the information, it is necessary to filter it to 
make the parsing of the relevant information, filtering the 
unnecessary. This goal is achieved using regular expressions. 
This process maintains any join of eight and only eight 
consecutive digits, discarding everything else and 
corresponds to phase three.  
Finally, at phase four, the results obtained are compared the 
intended value. The success of the analysis or the type of error 
are then recorded. The time obtained in the information 
extraction phase is also recorded. 
 
 
 
 
 
 
 
 
 

III. RESULTS 

Table 1. Precision data for Type 1 Document regarding the total area 

Library Success Type 1  Type 2  Type 3  Type 4  
PyOCR 38,46% 15,38% 3,85% 7,69% 38,46% 
PyTesseract 46,15% 23,08% 19,23% 0,00% 11,54% 
TesseOCR 30,77% 38,46% 26,92% 0,00% 3,85% 

 
 

Table 2. Precision data for Type 2 Document regarding the total area 
Library Success Type 1  Type 2  Type 3  Type 4  
PyOCR 28,21% 0,00% 48,72% 12,82% 10,26% 

PyTesseract 10,26% 0,00% 71,79% 10,26% 7,69% 
TesseOCR 12,82% 2,56% 74,36% 2,56% 7,69% 

 
 

Table 3. Precision data for Type 1 Document regarding the vignette area 
Library Success Type 1  Type 2  Type 3  Type 4  
PyOCR 34,62% 26,92% 7,69% 3,85% 26,92% 

PyTesseract 42,31% 26,92% 23,08% 3,85% 3,85% 
TesseOCR 38,46% 30,77% 23,08% 3,85% 3,85% 

 
 

Table 4. Precision data for Type 2 Document regarding the vignette area 
Library Success Type 1  Type 2  Type 3  Type 4  
PyOCR 25,64% 0,00% 30,77% 17,95% 25,64% 
PyTesseract 20,51% 0,00% 35,90% 28,21% 15,38% 
TesseOCR 28,21% 0,00% 33,33% 20,51% 17,95% 

 
 

Table 5. Precision data for Type 1 Document regarding the horizontal bar 
Library Success Type 1  Type 2  Type 3  Type 4 
PyOCR 61,54% 11,54% 0,00% 0,00% 26,92% 
PyTesseract 80,77% 11,54% 0,00% 0,00% 7,69% 



TesseOCR 65,38% 26,92% 3,85% 0,00% 3,85% 
 

 
Table 6. Precision data for Type 2 Document regarding the horizontal bar 

Library Success Type 1  Type 2 Type 3 Type 4 
PyOCR 38,46% 2,56% 15,38% 20,51% 23,08% 
PyTesseract 33,33% 0,00% 25,64% 20,51% 20,51% 
TesseOCR 35,90% 5,13% 28,21% 17,95% 12,82% 

 
 

Table 7. Precision data for Type 1 Document regarding the vertical bar 
Library Success Type 1  Type 2  Type 3  Type 4 
PyOCR 53,85% 19,23% 0,00% 0,00% 26,92% 
PyTesseract 73,08% 3,85% 11,54% 0,00% 11,54% 
TesseOCR 69,23% 11,54% 7,69% 0,00% 11,54% 

 
 

Table 8. Precision data for Type 2 Document regarding the vertical bar 
Library Success Type 1 Type 2  Type 3 Type 4 
PyOCR 48,72% 0,00% 2,56% 0,00% 48,72% 

PyTesseract 41,03% 5,13% 17,95% 0,00% 35,90% 
TesseOCR 64,10% 2,56% 10,26% 0,00% 23,08% 

 
 

Table 9. Speed results regarding document type 1 
Library Total Area Vignette Area Horizontal Bar Vertical Bar 
PyOCR 24,07s 6,62s 2,54s 5,03s 

PyTesseract 25,18s 7,49s 2,84s 5,89s 
TesseOCR 22,53s 5,83s 2,39s 5,06s 

 
 

Table 10. Speed results regarding document type 2 
Library Total Area Vignette Area Horizontal Bar Vertical Bar 
PyOCR 14,55s 5,70s 3,68s 4,55s 

PyTesseract 15,01s 6,32s 3,88s 4,69s 
TesseOCR 12,85s 5,44s 3,01s 3,86s 

IV. DISCUSSION 
As for the precision metrics in document type 1, the library 
that showed the best results was PyTesseract, constantly 
obtaining a higher success rate in all tests performed. The 
remaining libraries presented very similar results, with slight 
advantage for the TesseOCR library. However, the PyOCR 
library presents a less varied distribution in the type of error, 
being predominant the Error Type 4, whereas the TesseOCR 
library presents greater variety. As for the second typology of 
documents, the results obtained allow us to conclude that the 
PyOCR library presents a better performance when the 
original image edition is minimal. In contrast, the TesseOCR 
library performs best when the information to be extracted is 
concentrated in one area. 
As for the metric of speed, it is concluded that the TesseOCR 
library is clearly the fastest to perform the information 
extraction, followed by the PyOCR and PyTesseract libraries. 
Since the horizontal area and the vertical area analyzed 
contains the same number of pixels, it is concluded that the 
vertical area encompasses more information in the type 1 
document than in type 2, and the reverse is true for the 
horizontal area. This means that the ideal area of analysis of 
the document will vary according to the typology. That is, it 

is not possible to obtain an area of analysis that behaves in an 
ideal way for any document. 
 

V. CONCLUSION 
By conducting these tests and subsequent analysis of the 
results it is possible to draw some conclusions about the 
performance of the three libraries under study. The 
PyTesseract library stood out in the precision metric, 
sacrificing runtime. It would be the most appropriate library 
in cases where time is not an important factor. The TesseOCR 
library stands out for the fast execution with better success 
rates than the PyOCR library when the area of analysis is 
more restricted, that is, when the image quality is lower. This 
would be the library to use when speed is the most relevant 
factor in the process. Finally, the PyOCR library presented 
better execution times than the PyTesseract library, but worse 
than the TesseOCR library. However, it showed a better 
performance when the area of analysis is larger. This library 
would be indicated when the scanning process does not allow 
image preprocessing. 
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