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\section*{Abstract}

Two optimisation techniques for the fed-batch cultivation of high cell density \textit{Escherichia coli} producing recombinant proteins were compared.

An unstructured model for the growth, based on the General State Space Dynamical Model \cite{1} was used to represent the four major metabolic pathways: oxidative growth on glucose, fermentative growth on glucose, oxidative growth on acetate, and maintenance. The dilution rate (dependent on the substrate feed rate) was chosen as the input variable.

Recombinant protein production is known to be proportional, in our system, to the biomass concentration. Thus, biomass productivity was chosen as the criterion to be maximized.

The two methods compared were a first order gradient method based on Pontryagin’s minimum principle and a stochastic method based on the biological principle of natural evolution, using a genetic algorithm. The former method revealed less efficient concerning to the computed maximum, and dependence on good initial values.

\section*{1 Introduction}

Fermentation processes are commonly operated in fed-batch mode in order to prevent the accumulation of toxic substrates or products \cite{10,23} thus allowing the achievement of higher product concentrations. The bacteria \textit{Escherichia coli} is usually grown under this kind of operation due to the well-known negative effect of acetate, which is produced when the substrate, glucose, is presented above certain concentrations \cite{7,22}.

\textit{E. coli} has been intensively studied in the last decades and has been widely used for the production of biopharmaceuticals \cite{5,9}. In this kind of processes, the importance of operating near an optimal solution is evident due to the high value of the metabolites produced.

During a common fed-batch \textit{E. coli} fermentation process, the system states change considerably, from a low initial cellular concentration to very high biomass and product concentrations. This dynamic behaviour motivates the development of optimisation methods to find the optimal input trajectories during the feeding stage in order to improve the process. The typical input variable in these processes is the substrate inflow rate as a function of time.

One way to evaluate the process performance is the measurement of the final product concentration. For the production of recombinant proteins in \textit{E. coli} this is
usually related with the final biomass concentration obtained. Thus, a simple objective, although not the most accurate, is the maximisation of the final biomass concentration.

Many publications focus on this kind of optimisation problem in other bioprocesses [4,12-14,18,19,23], while only few [9,11] describe the application of optimisation algorithms in \textit{E. coli} fermentation.

In this work two approaches were considered, namely the application of a gradient method and a genetic algorithm.

1 Process Modelling

Process simulation was conducted with a developed model derived from the general state space dynamical model described by Bastin and Dochain [1]. Generally, this approach can be described as representing the dynamics of \( n \) components and \( m \) reactions bioprocess:

\[
\frac{d\xi}{dt} = K\phi(\xi, t) - D\xi + F - Q
\]

where \( \xi \in \mathbb{R}^n \) is a vector representing the state components; \( K \in \mathbb{R}^{nxm} \) is the yield coefficient matrix; \( \phi \in \mathbb{R}^m \) is the growth rates vector; the vectors \( F \) and \( Q \) are the feed rates and the gaseous outflow rates, respectively \( (F, Q \in \mathbb{R}^n) \). The scalar \( D \) is the dilution rate \( (D^{-1} \) is the residence time), which will be the manipulated variable, defined as follows:

\[
D(t) = \frac{F_{in}(t)}{W(t)}
\]

being \( F_{in} \) the influent flow rate \( (\text{kg h}^{-1}) \), and \( W \) the culture medium weight \( \text{(kg)} \).

The growth of \textit{E. coli} may be interpreted through four main reactions [3,6]:

\textbf{Respiratory growth on glucose:}

\[
k_1S + k_2O \xrightarrow{\mu_1} X + k_3C
\]

\textbf{Fermentative growth on glucose:}

\[
k_2S \xrightarrow{\mu_2} X + k_8C + k_9A
\]

\textbf{Respiratory growth on acetate:}

\[
k_4A + k_6O \xrightarrow{\mu_4} X + k_3C
\]

\textbf{Maintenance:}

\[
S + k_{m1}A + k_{m2}O \xrightarrow{\mu_4} k_{m3}C
\]

where \( S, O, X, C, A \) represent sugar (glucose), oxygen, biomass, carbon dioxide, and acetate respectively \( (\text{in the sequel } S, O, X, C, A \text{ mean concentrations}) \); \( \mu_1, \mu_2, \mu_3, \text{ and } \mu_4 \) are the growth rates; \( k_i \) are the yield (stoichiometric) coefficients.

The application of the general state space dynamical model to these reaction network leads to the following model:

\[
\begin{bmatrix}
\dot{X} \\
\dot{S} \\
\dot{O} \\
\dot{C}
\end{bmatrix} =
\begin{bmatrix}
-k_1 & -k_2 & 0 & -1 \\
0 & k_3 & -k_4 & 0 \\
-k_5 & 0 & -k_6 & -k_7 \\
k_8 & k_9 & k_{10} & -k_{11}
\end{bmatrix}
\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\mu_3 \\
\mu_4
\end{bmatrix}
\begin{bmatrix}
X \\
S \\
O \\
C
\end{bmatrix}
- D
\begin{bmatrix}
X \\
S \\
O \\
C
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

where \( CTR \) is the carbon dioxide transfer rate from liquid to gas phase, \( OTR \) is the oxygen transfer rate from gas to liquid phase, and \( S_{in} \) is the influent glucose concentration.

Depending on the feeding rate, \textit{E. coli} growth can be taken simultaneously: i) from eq. 3 and eq. 6, ii) from eqs. 3, 4, and 6 or iii) from eqs. 3, 5, and 6. For the maximum biomass production, the preferred metabolic pathways correspond to the first case. Besides the lower biomass yield, the fermentative pathway (eq. 4) causes the production of acetate, an inhibitor of
biomass growth at relatively small concentrations (7.5 g/kg) [7,22]. Acetate consumption (eq. 5) yields a smaller biomass yield than glucose oxidative consumption (eq. 3).

In order to prevent the fermentation of glucose, it is necessary to keep the feeding at small values. On the other hand, those values must be sufficiently high in order to achieve the desired biomass concentration in a short time.

In the model, this behavior is governed by process kinetics, that is to say, from equations describing \( \mu_1 \), \( \mu_2 \), \( \mu_3 \), and \( \mu_4 \). These equations and parameters \( k_i \) used were based on the work described by [6].

3. Optimisation

Independently of the microorganism growth, the optimisation problem of a fed-batch fermentation is a typical problem of dynamic optimisation, consisting on finding a sequence of values for a control variable that minimize a chosen objective function, subject to the constraints represented by the dynamical model.

Thus, in this particular case, the problem consists on finding a sequence of values – the vector D that maximize the objective function:

\[
J(t_f) = X(t_f)
\]

subject to the constraints represented on eq. 7.

Several optimisation methods have been applied to solve this kind of problem among them the two methods proposed in this paper, a first order gradient method based on Pontryagin’s minimum principle and a genetic algorithm. Another popular method is the so-called Dynamic Programming. Although it is still not clear if this method has some advantages over other optimisation method in the particular case of fed-batch fermentations [18], it has been applied to the monoclonal antibody production optimisation [4] and to Zymomous mobilis fermentation [23]. This method was not applied to this particular case, as it requires the objective function to be a function of the states in every instant, which is not the case.

For both optimisation methods some parameters and constraints were based on a real E. coli fermentation system described elsewhere [16,17]. The final time was considered to be 25 hours, and the maximum feed rate was 0.4 kg/h.

3.1 Gradient Method

Gradient methods [2] based on Pontyagrin’s minimum principle have been applied to the optimisation of generic bioprocesses [20] or hybridoma cells [18]. It is reported that, although a good final result are normally achieved, computation effort is considerable. Another aspect that has to be taken in consideration is the initial guess of the optimisation problem. According to [8], when the objective function is linear, which is the present case, the trajectories are very sensitive to the initial conditions. This author suggests, as a solution to this disadvantage, the definition of a quadratic cost criterion.

For the implementation of this method, the MATLAB 6.0 function ‘fmincon’ was used. This function calculates the minimum of a function subject to several kinds of constraints starting at an initial estimate. It uses Sequential Programming methods, in which a Quadratic Programming (QP) subproblem is solved at each iteration [21]. An estimate of the Hessian of the Lagrangian is updated at each iteration using the BFGS formula. It requires as inputs the objective function, the vector of initial estimates, constraints, upper and lower bounds for the variables and a previously defined vector of options.

The objective function was evaluated in a script ‘.m’ file, a routine that calculated the final biomass concentration as a function of the input vector D in an iterative way using 4th order Runge-Kutta to solve the differential equations of the model represented in eq. (7).

In order to optimise the computation time, the step of the integration was different from the length of the input D. Thus, vector D was divided in 25 elements (1 h⁻¹)
that were interpolated 10 times for the calculation of the objective function value.

There were no constraint functions passed to the function 'fmincon', as the final weight restriction (5 kg) was accounted by a penalty in the objective function. The upper and lower bounds of the variable $D$ were zero and the maximum feed rate, respectively.

The MATLAB routines were implemented in a Pentium III computer running at 933 MHz in a Windows 2000 environment.

Several simulations were conducted with the routines described. The results are presented in Table 1. The function converged to a solution, although it took 100 iterations to achieve a high final biomass concentration. It should also be mentioned that the values shown were obtained for an initial vector $D$ linearly increasing with time from 0 to 0.1. With an initial constant vector $D$ (for example of 0.05) the function did not converge to a high objective function, remaining in the values of 5 g/kg even after 1000 iterations. This is due to the already mentioned sensitivity of the method to initial values with linear objective functions.

After optimisation, the vector $D$ corresponding to 1000 iterations was used to simulate a fermentation process during a 25 hours run. The results obtained are shown in figure 1.

<table>
<thead>
<tr>
<th>Number of iterations</th>
<th>Objective function (g/kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial values</td>
<td>7.61</td>
</tr>
<tr>
<td>100</td>
<td>51.03</td>
</tr>
<tr>
<td>1000</td>
<td>53.91</td>
</tr>
</tbody>
</table>

Table 1. Results obtained with the gradient method after 100 and 1000 iterations.

3.2 Genetic Algorithm

Genetic Algorithms (GAs) have become a very attractive method of non-linear optimisation in recent years. GAs are based on natural evolutionary processes, where selection results in species that fit the best. Variation in the population is achieved by genetic cross-over and mutation.

These algorithms proved to be very suitable for the optimisation of highly non-linear problems with many variables. The application of these methods to fed-batch fermentations was done by several authors. Roubos et al. [19] and Nguang et al. [14] applied this approach to hybridoma cells, while yeast fermentation was the bioprocess studied by Na et al. [13].

![Figure 1. Evolution of the biomass and the input variable for the final solution of the gradient method (iteration 1000).](image)

For the implementation of this method, a Genetic Algorithm Toolbox developed for MATLAB at the University of Sheffield was used [15]. It works with several genetic operators and supports binary, integer and real-valued representations. The representation chosen for this work was the real-valued, due to the advantages known [19]. The routine used as objective function was the same as in the previous method. The function 'tbxmpga' was called from a high level script and conducted all the operations, namely, initialisation of the population, ranking and selection based on the objective function values, recombination/crossover, mutation, evaluation, reinsertion and migration. The number of individuals evaluated in any iteration was 200. Each individual was a sequence of values $D_k$, with values between upper and lower bounds mentioned above, composing a specific vector $D$. 
The MATLAB routines were also ran in a Pentium III computer running at 933 MHz in a Windows 2000 environment.

The results obtained are illustrated in Table 2. It is clear that it took also 100 iterations to achieve a final solution slightly higher than the one obtained after 1000 iterations with the gradient method. The simulation of the fermentation with the vector \( D \) obtained gave the results shown in figure 2. The shape of the input vector as well as of the biomass concentration profile along the fermentation, are very similar to those observed for the previous method.

<table>
<thead>
<tr>
<th>Number of iterations</th>
<th>Objective function (g/kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial values</td>
<td>5.51</td>
</tr>
<tr>
<td>50</td>
<td>41.72</td>
</tr>
<tr>
<td>100</td>
<td>53.93</td>
</tr>
</tbody>
</table>

Table 2. Results obtained with the GA method after 50 and 100 iterations.

4. Conclusions

The two methods under comparison revealed useful in achieving an optimal solution for the fed-batch fermentation of \( E. coli \). However, the GAs revealed more efficient concerning to the computed maximum, and dependence on good initial values.

The simple objective function studied in this work should be changed into a quadratic criterion in future research in order to test the performance of the gradient method.
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