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Resumo

Integração de diferentes tecnologias de acesso rádio para co-
nectividade veicular.

Nos últimos anos, a comunicação veicular surgiu como um componente crítico dos Sistemas de Trans-

porte Inteligente (ITS) para melhorar a segurança rodoviária, a eficiência do tráfego e a experiência geral

de condução. A evolução das redes veiculares ad hoc (VANETs) para as redes veiculares heterogéneas

globais chama a atenção significativa da academia e da indústria em todo o mundo. Essa transformação,

conhecida como Internet of Vehicles (IoV), pode revolucionar a forma como os veículos se comunicam

entre si e com a infraestrutura. A coexistência de várias tecnologias no ambiente de comunicação veicular

apresenta oportunidades promissoras para melhorar a conectividade. Um sistema heterogéneo incorpora

as características únicas de várias tecnologias de acesso por rádio, melhorando o desempenho geral da

rede e permitindo que os veículos beneficiem de altas taxas de transferência, baixa latência e alcance

estendido de comunicação.

No entanto, apesar do vasto potencial da abordagem multitechnologia das redes veiculares hetero-

géneas, vários desafios persistem. A necessidade de um mecanismo de transferência de conexão sem

interrupção e a seleção em tempo real da rede mais adequada permanecem como problemas de pes-

quisa em aberto. O foco central desta investigação é o desenvolvimento de algoritmos eficazes para

a interoperabilidade funcional de diferentes tecnologias de comunicação sem fios. Para alcançar isso,

adotamos o novo paradigma multipath, que permite o uso simultâneo das interfaces disponíveis, visando

aprimorar a eficiência e a confiabilidade de sistemas de comunicação veicular.

Para reduzir o impacto das transições frequentes entre redes heterogéneas, desenvolveu-se um ge-

renciador de caminho adaptado para redes veiculares. Esse esquema inovador pode controlar o uso das

interfaces disponíveis para garantir a comunicação sem interrupção e fornecer uma ótima experiência

do utilizador num ambiente veicular multi-tecnológico. A solução proposta concentra-se na seleção dinâ-

mica de rede para cada serviço, considerando vários fatores, como mobilidade do veículo, contexto de

comunicação e requisitos dos serviços em execução. A eficácia da solução proposta é demonstrada por

meio de avaliações abrangentes usando uma framework de emulação especificamente desenvolvida para

apoiar esta investigação. Esta tese contribui para o investigação em curso sobre a comunicação veicular

heterogénea e prepara o terreno para um futuro onde as redes veiculares integram perfeitamente várias

tecnologias numa nova era de conectividade nas nossas estradas.

Palavras-chave: MPTCP, Multitecnologia, Multipath, Redes heterogéneas, V2X, Veículos Conectados
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Abstract

Integration of different radio access technologies for vehicular
connectivity

In recent years, vehicular communication has emerged as a critical component of Intelligent Trans-

portation Systems (ITS) to enhance road safety, traffic efficiency, and overall driving experience. The

evolution of Vehicular Ad Hoc Networks (VANETs) to global heterogeneous vehicular networks has cap-

tured significant attention from academia and industry worldwide. This transformation, known as the

Internet of Vehicles (IoV), can revolutionize how vehicles communicate with each other and the surround-

ing infrastructure. The coexistence of various wireless technologies within the vehicular communication

environment shows promising opportunities for improved connectivity. A heterogeneous system incor-

porates the unique characteristics of multiple Radio Access Technologies (RATs), enhancing the overall

system performance.

However, despite the vast potential of the multi-RAT approach, several challenges persist, such as

seamless handover mechanism and the real-time network selection. This thesis addresses these chal-

lenges by defining innovative techniques that facilitate vehicular communication within heterogeneous

networks. A central focus of the research is the development of effective algorithms for the functional

interoperability of different RATs. To achieve this, we adopt the novel multipath parading that enables

the simultaneous use of available interfaces, aiming to enhance the efficiency and reliability of vehicular

communication systems. Unfortunately, the unstable wireless connection and rapid topology changes

caused by vehicle mobility can significantly impair the performance of multipath connections.

In order to reduce the impact of frequent handovers across heterogeneous networks, we designed an

adaptive cross-layer assisted path manager tailored for vehicular networks. This innovative scheme can

control RAT usage to provide an optimal and seamless user experience in a multi-technology vehicular

environment. The proposed solution focuses on dynamic network selection for each service by considering

several factors, such as vehicle mobility, the communication context, and the requirements of the ongoing

services. The efficacy of the proposed solution is demonstrated through comprehensive evaluations using

a realistic emulation framework specifically designed to support our investigation. This thesis contributes

to the ongoing investigation on multi-RAT vehicular communication. It sets the stage for a future where

vehicular networks seamlessly integrate various technologies to create a new era of connectivity on our

roads.

Keywords: Connected Vehicles, Heterogeneous networks, MPTCP, Multi-RAT, Multipath, V2X
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Chapter 1

Introduction

Connected vehicles will necessitate the use of heterogeneous or hybrid communication technologies to

fully support a diverse range of Intelligent Transportation Systems (ITS) services in various scenarios. This

chapter discusses the transformation brought by connected vehicles to human life with the growing inte-

gration of ITS to enhance road safety and connectivity services. It highlights the challenges of data transfer

and service continuity in vehicular networks, and points out that addressing these challenges is crucial to

improve communication efficiency. Most important, this chapter introduces the research questions that

need to be answered and mentions the contributions of the thesis to the field of heterogeneous vehicular

communication.

1.1 Perspectives and motivation

Vehicles have significantly transformed human lives worldwide, providing numerous benefits. With ad-

vancements in information technology and communication, connected vehicles have garnered consider-

able attention from academia and industry. Connected vehicles communicate with each other and the

surrounding infrastructure through appropriate wireless technologies, referred to as Vehicle to Everything

(V2X) communications, focusing on interconnecting cars with other surrounding objects [1, 2]. By ex-

changing information, connected vehicles can effectively prevent accidents and optimize traffic flow [3].

ITS have developed rapidly to enhance road safety and offer new infotainment and in-car connectivity ser-

vices [4]. They are already in the deep integration phase worldwide. To address the growing demands of

vehicular applications, including advanced driving and autonomous vehicles, vehicle manufacturers are

now equipping V2X communication devices with multiple wireless interfaces. This approach enhances the

connectivity capabilities of vehicles, allowing them to efficiently adapt to evolving communication needs

and seamlessly integrate with various wireless networks for optimal performance and functionality. In-

deed, combining multiple network technologies provides reliable broadband access for vehicle users and

helps to improve communication efficiency and throughput.

However, these technologies’ heterogeneity raises significant concerns regarding data transfer and
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service continuity. The vehicle may experience frequent handovers while traveling from one location to

another, leading to potential disruptions in data transmission [5]. These challenges must be addressed

to ensure vehicle users’ seamless and uninterrupted communication experience. The Radio Access Tech-

nologies (RATs) used for vehicle communication possess distinct characteristics, including coverage area,

data rate, central frequency, and modulation scheme. Consequently, integrating multiple RATs becomes

essential to provide comprehensive connectivity across various networks, ensuring seamless mobility and

service continuity for vehicle users. By combining these technologies, vehicular communication systems

can effectively adapt to changing network conditions and user requirements, optimizing the overall com-

munication experience.

In a highly dynamic communication environment characterized by frequent topology changes and

disruptions in connectivity, meeting Quality of Service (QoS) requirements can be challenging. Ensuring

consistent and reliable service delivery while accounting for varying reliability and latency requirements of

different applications within a moving vehicle presents another set of challenges. The fluctuating nature

of the communication environment demands robust and adaptive solutions to maintain optimal perfor-

mance and satisfy the diverse needs of vehicular applications. Addressing these challenges needs inno-

vative approaches and careful consideration of the specific requirements of each application, ultimately

contributing to a seamless and efficient vehicular communication experience. Providing the ’always best’

connectivity in a vehicular network is challenging due to rapid topological changes and random vehicle

speed. Since the coverage area of the serving wireless network is limited, frequent disconnections are

expected during vehicle movement. For effective communication, vehicles on the move must perform fast

handovers between different heterogeneous networks to ensure seamless mobility. However, integrating

diverse wireless technologies within a single communication system offers numerous advantages. These

include:

• High Data Rates: Using multiple wireless technologies enables higher data rates, allowing for faster

and more efficient transmission of information.

• Low Latency: Integrating of diverse wireless technologies can help reduce latency, enabling near-

real-time communication and faster response times.

• Extended Communication Range: The combination of different wireless technologies expands the

communication range, ensuring connectivity over larger distances.

• Improved Reliability: With multiple wireless technologies, communication devices can switch be-

tween networks seamlessly, enhancing reliability by maintaining connectivity even in areas with

varying network availability.

• Enhanced Network Resilience: Integrating of diverse wireless technologies enhances network re-

silience by mitigating the impact of network failures or congestions in one technology by leveraging

alternative communication channels.
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1.2 Research questions

The interoperability of access technologies in heterogeneous vehicular networks remains a crucial area

of research. Making different RATs work together effectively in a highly dynamic vehicular environment

requires addressing several challenges. Based on our analysis of the existing literature and considering

the open research problems, we can establish primary research questions that need to be addressed:

Is the integration of multi-RAT capabilities capable of improving vehicle connectivity?

The initial focus of the research should be on investigating how the integration of diverse wireless tech-

nologies can enhance vehicular communication in terms of various aspects such as reliability, throughput,

delay, and more. Understanding the potential benefits and limitations of incorporating multiple RATs is

crucial for establishing the study’s foundation and identifying each technology’s strengths in the context

of V2X. The research will investigate how communication performance changes when multi-RAT connec-

tivity is used. Key challenges and trade-offs of a heterogeneous approach will be thoroughly examined.

These challenges will be addressed through innovative solutions and careful considerations to achieve the

desired level of efficiency and reliability in vehicular communication.

How can the interoperability of diverse access technologies be effectively achieved

within heterogeneous vehicular networks? The research will define methods and techniques that

can be employed to facilitate vehicular communication with multi-RAT capabilities. An effective handover

algorithm will be implemented to ensure seamless connectivity, minimize service disruptions, and re-

duce signaling overhead in heterogeneous vehicular networks. This algorithm will maintain uninterrupted

communication for vehicular users, even in dynamic network conditions and mobility. Furthermore, by

employing an intelligent network selection procedure, the handover algorithm should guarantee that a

particular application can be dynamically assigned to the most suitable network. The research aims to

tackle the challenges associated with vehicular mobility and diverse network technologies by implement-

ing the handover algorithm that can anticipate potential mobile handovers and significantly reduces the

associated latency. Seamless connectivity between different RATs is vital for maintaining reliable com-

munication during dynamic vehicular movements. The proposed method must ensure the continuity of

sessions, even during network transitions. Hence, in this work, we have directed our efforts towards miti-

gating the disconnection time and its associated adverse effects. To address this challenge, a method that

enables vehicles to seamlessly and concurrently establish a connection with any available network should

be developed. Also, enabling the reduction of handover latency and minimizing packet loss will help to

perform the system better overall. This research aims to enhance vehicular communication performance

by optimizing the handover process, providing a smooth and uninterrupted experience for vehicle users.

How to select the most suitable network for a particular service? The network selection
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algorithm should consider user requirements and real-time network conditions. The algorithm must pos-

sess adaptability to the ever-changing vehicular environment and make intelligent decisions that guarantee

better connection performance for each application. This adaptability is essential to provide an enhanced

vehicular communication experience, accommodating the diverse needs of applications and users in

dynamic and heterogeneous environments. By carefully considering user requirements and real-time net-

work conditions, the algorithm can dynamically adjust its decisions to ensure seamless connectivity and

optimized application performance. As vehicles traverse different communication environments, the algo-

rithm should select the most suitable network, ensuring each application receives the necessary resources

and QoS levels.

How the proposed solution can be evaluated? The validation and evaluation of the proposed

solution require comprehensive testing and analysis to ensure its effectiveness and suitability for real-world

vehicular communication scenarios. The solution can be tested using simulation environments to create

realistic scenarios and replicate various vehicular communication conditions. A realistic testbed environ-

ment should be designed to simulate multiple vehicular communication scenarios. The testbed should

include different types of vehicles, road layouts, and heterogeneous network infrastructures to mimic real-

world conditions.

Addressing these research topics requires sophisticated techniques and algorithms that can adapt

to the rapidly changing vehicular environment, ultimately leading to an uninterrupted communication

experience for vehicle users. Coordinating multiple RATs to select the network with the best connectivity

while considering the specific requirements of each application is indeed a complex task. Finding efficient

solutions to optimize network selection and Vertical Handover (VHO) procedure within dynamic vehicular

environments constituting a central focus of investigation in this thesis. Through a rigorous investigation

of these research questions, this work seeks to contribute to the advancement of heterogeneous vehicular

communication substantially.

1.3 Contribution and Outline of the thesis

This thesis contributes to the field of heterogeneous vehicular communication by addressing critical chal-

lenges and advancing the state of the art in V2X connectivity. The primary contributions of this research

are as follows:

• Multi-RAT integration: The investigation into how the integration of diverse wireless technologies

can enhance V2X communication in terms of reliability, throughput, delay, and other key metrics.

The research demonstrate the potential benefits of combining different RATs to meet the varied

applications requirements.
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• Seamless vertical handover: Developing and implementing an effective handover algorithm to

ensure seamless connectivity, minimize service disruptions, and reduce signaling overhead during

handovers in heterogeneous vehicular networks. This algorithm is crucial in optimizing resource

allocation for enhanced V2X communication.

• Intelligent network selection: Exploring methods to design a network selection algorithm that

guarantees better connection performance based on real-time network conditions and user require-

ments. The research adopt proper metrics and adaptive methods to ensure the best connectivity

and efficient network utilization.

• Evaluation testbed: Establishing a comprehensive validation and evaluation framework, utiliz-

ing simulation/emulation and field trials, to assess the proposed algorithms’ performance under

various scenarios. The research provide quantitative and qualitative insights into the efficiency and

effectiveness of the proposed solutions.

The thesis is organized into the following chapters:

1. Introduction: Chapter 1 provides an introduction to the field of heterogeneous vehicular commu-

nication, outlining the research objectives, contributions, and the motivation behind the study. The

chapter also presents the research questions that guide the investigation.

2. State of the art: Chapter 2 comprehensively introduces vehicular communication, heterogeneous

RATs, V2X hardware, and network selection algorithms. It discusses the benefits and challenges

of multi-RAT usage in vehicular networks. It also provides insights into existing RAT interoperability

approaches and highlights the gaps this research aims to address.

3. Emulation framework: Chapter 3 presents an assessment study using the emulation platform

to conduct real-time experiments in heterogeneous vehicular networks. First, emulation setup,

which integrates simulated networks with virtualized devices, discussed in detail. The modeled

vehicles employ realistic mobility patterns provided by a dedicated traffic simulator. Furthermore,

the performance of the multipath approach is analyzed in the context of vehicular communication.

4. Design of cross-layer path manager: Chapter 4 focuses on the development and implementa-

tion of the seamless handover algorithm across heterogeneous vehicular networks. It presents the

design principles, decision-making mechanisms, and adaptive strategies to ensure uninterrupted

vehicular connectivity. This chapter deeply explores the applicability of Multipath TCP (MPTCP) in

supporting robust and effective Vehicle to Network (V2N) communication. The chapter starts by

identifying and discussing several challenges inherent to heterogeneous vehicular networks. Next,

it introduce a cross-layer path management strategy, exploiting interactions between upper and

lower protocol stack layers to enhance the control of multi-RAT environments.
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5. Performance evaluation: Chapter 5 analyzes the performance of the proposed Cross-layer Path

Manager. First, we describe the methodology and techniques used to evaluate the performance,

including details on the experimental setup and data collection. Using our emulation framework, we

will show that the proposed strategy facilitates seamless mobility across heterogeneous networks

and significantly reduces handover latency and out-of-order packet delivery. The chapter provide

a detailed analysis of the results obtained and explores their implications. Moreover, it entails

a comparative study of MPTCP’s performance, both with and without the activation of our path

manager.

6. Intelligent path selection: Chapter 6 explores the design of an efficient network selection algo-

rithm, considering factors such as real-time network conditions and user requirements. It discusses

the metrics and methods for achieving uninterrupted connectivity and optimized network utilization.

This section introduces an intelligent path management algorithm that dynamically allocates the

most suitable underlying network for each active application. This selection process considers var-

ious factors, including path quality, vehicle mobility, and service attributes. Our novel approach

adopts a dynamic and comprehensive strategy that customizes network selection to the specific

demands of each service, guaranteeing an optimal pairing with the appropriate access technology

at all times.

7. Discussion and Conclusion: Chapter 7 provides a comprehensive discussion of the research

outcomes and contributions. It draws conclusions based on the research findings and proposes

future research directions in the field of heterogeneous vehicular communication.
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1.3.1 List of publications

• V. S. Hapanchak and A. D. Costa ”Emulation of Multipath Solutions in Heterogeneous Wireless

Networks Over Ns-3 Platform”. Simulation Tools and Techniques. SIMUtools 2021. Lecture Notes

of the Institute for Computer Sciences, Social Informatics and Telecommunications Engineering,

vol 424. Springer, Cham. https://doi.org/10.1007/978-3-030-97124-3_1

• V. S. Hapanchak and A. D. Costa, ”Emulation of Multi-Connectivity in Hybrid Vehicular Networks”,

2022 International Conference on Electrical, Computer and Energy Technologies (ICECET), Prague,

Czech Republic, 2022, pp. 1-6, 10.1109/ICECET55527.2022.9873013.

• V. S. Hapanchak and A. D. Costa, ”Design and Evaluation of a Cross-Layer MPTCP Path Manager for

Vehicular Networks”, 2022 International Conference on Software, Telecommunications and Com-

puter Networks (SoftCOM), Split, Croatia, 2022, 10.23919/SoftCOM55329.2022.9911227.

• V. S. Hapanchak and A. Costa, ”A Cross-layer Approach for MPTCP Path Management in Hetero-

geneous Vehicular Networks”, in Journal of Communications Software and Systems, vol. 19, no.

1, pp. 103-113, 2023, 10.24138/jcomss-2022-0177.

• V. S. Hapanchak and A. Costa and J. Pereira and M. Mesquita Rodrigues, “An Intelligent Path

Management in Heterogeneous Vehicular Networks”, Journal of Vehicular Communications, 2023,

DOI: 10.2139/ssrn.4502249.

1.3.2 Miscellaneous

We have made all the source code for the solutions and tools developed during this thesis publicly ac-

cessible to the community. This decision reflects our commitment to open collaboration and knowledge

sharing, fostering an environment where researchers and practitioners can access, utilize, and build upon

our work to advance the field further. By providing this access, we aim to facilitate innovation, encour-

age peer review, and contribute to the collective effort of enhancing network technologies and solutions.

We believe that sharing our code will benefit the academic and research communities and promote the

development of practical applications in the broader technological landscape.

• https://github.com/vandit86/mptcpd-plugin : The userspace path manager with the
cross-layer assistance.

• https://github.com/vandit86/mptcpd : The userspace path manager with the improved
network selection algorithm.

• https://github.com/vandit86/ns3-scratch : The emulation framework for multapath

communication experiments.
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• https://github.com/vandit86/ns-3 : The extended version of the framework with the

support of vehicle mobility simulation.

• https://github.com/vandit86/multipath-tcp-tools : A collection tools for analysis
and configuration of MPTCP. Contains applications to help visualize MPTCP packet traces.

• https://github.com/vandit86/mptcp-traffic-generator : Client/Server MPTCP

traffic generator with the ability to measure one way delay.
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Chapter 2

State of the art

This chapter provides an overview of the current knowledge, research, and advancements in the field of

heterogeneous vehicular communications. It demonstrates the understanding of the existing literature

and establishes the context for the study by highlighting key findings and trends. The chapter summarizes

recent research and developments and discusses key concepts fundamental to understanding the field. It

also discusses the various methodologies and approaches employed by researchers in the area, identifying

the strengths and limitations of these methods and explaining their contributions to advancing knowledge.

It’s important to emphasize that this chapter provides a concise overview of the current state of the

art, which is crucial for coordinating the material presented in the rest of the document. The pre-thesis

document gives a more detailed review of existing solutions and approaches to RAT interoperability [6].

2.1 Introduction to vehicular communications

Over the past few years, there has been a surge in the development of vehicular network applications and

services to meet the growing demand for ubiquitous access to information. This has led to the emergence

of a diverse range of innovative solutions that enable vehicular users to access information from anywhere

and at any time [2, 7, 8]. Intelligent Transportation Systems (ITS) have experienced rapid development,

aiming to enhance road safety and provide in-car connectivity. Wireless communication is a crucial element

in ITS, facilitating cooperation among vehicles, roadside infrastructure, and remote entities to optimize

traffic efficiency and enhance the overall comfort of road users. The growth of the intelligent transportation

industry has lead to the creation of a secure and efficient traffic management system that benefits drivers

and passengers. The vehicle interconnection network facilitates communication among vehicles, between

vehicles and road infrastructure, and with service centers through wireless communication technology.

This integration seamlessly combines the human-vehicle-road environment, enhancing overall traffic safety

and efficiency.

Wireless communication is critical for strengthening in-vehicle driving systems, significantly reducing

reaction times, extending the vision range of ego vehicles beyond line of sight, and enabling cooperative
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maneuver planning. A widely investigated use case is cooperative awareness, where each car equipped

with a radio communication device periodically broadcasts its state information, including position and

speed, which allows for detecting potential collision threats and facilitates driver assistance systems to

prevent accidents effectively [9].

2.1.1 Vehicular Ad Hoc Networks

Vehicular Ad Hoc Networks (VANETs), formed by vehicles equipped with sensors and communication

devices, have garnered considerable attention from network operators and service providers. They see

the potential of VANETs not only for providing safety and emergency services, but also for offering a wide

range of informational and entertainment applications. VANETs have traditionally focused on spontaneous

networking through short-range communication and have shown less emphasis on integrating cellular net-

works. While VANETs can be built upon various wireless technologies, communication standards such as

Dedicated Short-Range Communications (DSRC) have been specifically designed for automotive applica-

tions [7, 10]. Early deployment of VANETs has been motivated primarily by enabling road safety appli-

cations, such as collision warning and emergency event informing, through direct messaging between

vehicles and roadside infrastructure. Moreover, VANETs support non-safety infotainment applications,

which enable passengers to access various services like interactive communication, internet access, on-

line games, and information updates when vehicles are on the move. However, the DSRC alone falls short

of meeting the requirements of future ITS applications, particularly with the rise of autonomous vehicles

[11]. Despite significant research in VANETs, challenges related to scalability, limited coverage area, and

unbounded delay persist. For instance, the DSRC standard has been designed explicitly for vehicular

communications and provides seamless handover by design. Nevertheless, it faces challenges such as

low market penetration, dependency on specific infrastructure installations, and limitations in terms of

data rate.

In VANET communication, the exchange of data between devices needs to be swift and efficient due

to the high-speed mobility of the participating vehicles. This stands in contrast to typical Wireless Fidelity

(Wi-Fi) networks, where the hotspot remains stationary, resulting in a relatively stable network. However,

VANET communication systems face unique challenges, including compliance with traffic regulations such

as obeying traffic lights and stopping at designated points. Nevertheless, applications relying on data

forwarding within the VANET infrastructure face limitations concerning connectivity modes, switching ca-

pabilities, and available bandwidth, primarily governed by the IEEE 802.11p standard.

Vehicular networks represent a rapidly evolving domain where vehicles establish connections among

themselves and with the surrounding road infrastructure. However, the intrinsic high mobility and dy-

namic topology changes within this environment pose significant challenges when attempting to predict

the duration of a vehicle’s network connectivity. This prediction relies on a multitude of parameters, in-

cluding but not limited to velocity, direction, traffic conditions, network signal strength, inter-vehicle and
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Roadside Unit (RSU) distances, signal interference, obstacles, multipath fading, transmission range, trans-

mission power, power gain, user preferences, and Quality of Service (QoS) requirements. Additionally,

unanticipated events like accidents on the road can disrupt communication flow. Consequently, there

is a growing need for the advancement of intelligent VANET technology to address these dynamic and

demanding scenarios effectively.

The vehicular network experiences frequent and fast topology changes due to vehicles’ high speeds

and radio propagation characteristics. Vehicles may move in various directions, resulting in the highly

dynamic nature of a vehicular network. The availability of links in a vehicular network is typically low,

influenced by factors such as the radio communication range, the direction of vehicles, and their speed.

These variables directly impact the lifetime of the link, which may result in higher packet loss with reduced

throughput. The density of the vehicular network fluctuates based on the traffic density, which is influenced

by both time and geographical area. Network scale can be exceptionally high during traffic congestion

in dense urban areas and considerably low in suburban or rural traffic conditions. Vehicles adhere to

predictable mobility patterns dictated by the road infrastructure, including roads, streets, highways, traffic

lights, speed limits, and prevailing traffic conditions. Unlike other networks, the accessibility of vehicles in

heterogeneous networks often depends on their precise geographic location. The presence of buildings,

trees, and other objects that act as obstacles to signal propagation, resulting in interference, shadowing,

multipath propagation, and fading effects, further complicating the communication process.

In the modern world, vehicular users require seamless and affordable communication while moving

in urban, suburban, and even rural areas. For vehicles to engage in VANET communication, each is

equipped with specific Wi-Fi devices, including On-Board Units (OBUs) responsible for core communication

functions, Application Units (APUs) that display OBU data to drivers, and RSUs which serve as routers,

guiding and regulating the flow of information between vehicles. Vehicles are expected to integrate a wide

range of ITS applications, such as road safety, traffic control, and various entertainment services.

2.1.2 Internet of Vehicles

The Internet of Vehicles (IoV) paradigm not only leverages ubiquitous vehicular connectivity for a wide

range of services but also integrates vehicular intelligence. IoV has the capacity to analyze extensive data

gathered from vehicles, road infrastructure, and the surrounding environment, enabling effective driver

monitoring and decision-making based on this integrated information. The development of IoV is driven

by the need to overcome the commercialization challenges faced by VANETs. The IoV presents significant

market opportunities, not only for the automobile industry but also for various other sectors, including IT

equipment manufacturing, the software industry, and Internet service providers.

Many applications, including condition monitoring/warning systems, analytic systems, cooperative

perception, location-based services, and real-time applications, are expected to be integrated into vehicles

within the IoV environment. These advancements aim to provide users with enhanced connectivity and

diverse services to enrich their driving experience and improve overall transportation efficiency. The VANET
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framework’s limitations in ensuring continuous and global ITS services result from its pure ad-hoc network

architecture, which causes vehicles to lose connectivity and services when disconnected from the ad-hoc

network and prevents collaboration with alternative reachable networks while on the road.

Research and development efforts in vehicular communication continue to explore innovative solutions

and technologies that can effectively address the evolving demands [12]. The aim is to develop compre-

hensive and robust vehicular communication systems that can support a wide range of applications and

provide seamless integration of vehicles within the ITS framework. The deployment of ITS is anticipated to

be extensive within the IoV paradigm, catering to a diverse range of applications, from low-data-rate traffic

control services to high-data-rate, latency-sensitive multimedia services. ITS relies on the coordination of

sensors, OBUs, and trusted platform modules to facilitate the sharing of critical vehicle information. The

communication infrastructure of IoV could enhance response capabilities within ITS, primarily through

applications such as safety-critical services. Furthermore, IoV is anticipated to deliver uninterrupted net-

work connectivity and adaptability, even in the face of network disruptions and prolonged delays during

emergency situations. The IoV architecture must facilitate the interconnection of vehicles with diverse

networks and devices. Consequently, an open and adaptable layered architecture that accommodates

various technologies is better suited for this purpose.

Current wireless access technologies have different characteristics regarding coverage area, data rate,

central frequency, and modulation scheme. Therefore, each network offers distinct and unique benefits

that collectively contribute to the overall effectiveness of the hybrid system. Consequently, the integration

of different wireless networks, such as ad-hoc and cellular, is expected to address several requirements of

ITS services. Indeed, in future IoV environments, it is envisioned that a variety of wireless interfaces with

heterogeneous capacities will coexist [13]. This mix of communication technologies will enable vehicles

and infrastructure to efficiently exchange information and support a wide array of vehicular applications,

ultimately contributing to safer, more efficient, and connected transportation systems [14].

Figure 1 provides an overview of ITS application categories along with the different available hetero-

geneous communication options. Each application category has distinct requirements concerning delay,

reliability, and throughput. Similarly, each wireless technology option possesses specific capabilities and

performance characteristics, making it more or less suitable for serving different applications in various

communication and driving scenarios. The challenge here is to efficiently distribute the network bandwidth

among various applications using the available multiple wireless networks in a way that maximizes the

overall application utility while staying within the constraints of the total available bandwidth.

As depicted in Figure 1, we assume a heterogeneous vehicular network context where multiple net-

works are typically present to assure a vehicle communication. For a vehicle, each of the available Radio

Access Technology (RAT) acts as a communication pipe connecting the vehicle to the network. In situa-

tions where there are 𝑁 wireless networks available, there are essentially 𝑁 communication pipes, each

with its own specific capacity. In scenarios with only one available network, handovers are unnecessary,

as a vehicle can either connect directly to the sole available network or remain disconnected. A critical
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Figure 1: Connected vehicle application categories and communication options.

challenge in vehicular heterogeneous communications lies in effectively mapping the different applica-

tions to one or a suitable combination of multiple RATs under fluctuating radio channel and network load

conditions. In other words, we want to make mapping from the application layer to the link layer (L5-to-L2

mapping) which allows to route the upper layer packet to a corresponding RAT network type.

In addition to serving as a network interface for the application layer, the developed solution must

possess specific attributes crucial for seamless handover between multiple access networks. These prop-

erties include:

• The ability to establish relationships with a set of physical interfaces, effectively abstracting or

concealing their existence.

• Dynamic connection and attachment capabilities with the physical interfaces.

• Compatibility with multiple access technologies.

• The ability to dynamically map transmission/reception functions of the logical interface with the

transmit/receive functions of physical interfaces.

• Maintenance of session flow information for each attached physical interface.

These properties collectively contribute to concealing the presence of multiple physical interfaces on

the vehicle, effectively masking any changes occurring at lower layers among the physical interfaces.
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2.2 Vehicular heterogeneous networks

An IEEE 802.11p-based roadside access point serving moving vehicles has demonstrated the feasibility of

providing internet access to vehicles within a single network. However, relying solely on RSUs for ubiqui-

tous vehicle internet access presents challenges. Establishing high-rate, widespread RSU connections is

impractical and costly due to the extensive deployment and maintenance expenses. To ensure that vehi-

cles can access networks at will, even in areas lacking RSU coverage, radio access networks like cellular

networks and Wi-Fi can be leveraged to enhance vehicular communications.

The rapid and expansive growth of telecommunication systems, coupled with the widespread deploy-

ment of the IoV, has paved the way for the development and standardization of numerous novel commu-

nication processes and protocols. Within this landscape, the domain of VANETs has kept pace with this

evolution and transitioned into the realm of IoV. In the realm of the IoV, intelligent interfaces play a pivotal

role in seamlessly integrating heterogeneous networks. One of the primary objectives within IoV is achiev-

ing interoperability among diverse devices and systems. Subsequently, the paradigm of heterogeneous

vehicular networks emerged, bringing with it a suite of associated protocols, all aimed at enhancing the

communication capabilities of vehicles. For instance, we can establish vehicular heterogeneous networks,

as a combination of VANETs and cellular networks, designed to enhance vehicular communications. Sim-

ilar to VANETs, cellular networks can offer services for vehicles. In cases where internet connections need

to transition between these heterogeneous networks, primarily for performance and enhanced availability,

ensuring seamless handovers becomes a crucial initial requirement.

In recent years, there has been considerable attention on the evolution of traditional VANETs into

global vehicular Heterogeneous Networks (HetNet). The development of vehicular HetNet aims to deliver

multiple and heterogeneous services, enabling end-to-end communication and seamless data exchange at

reasonable QoS levels for vehicular users, regardless of their location or movement. In the heterogeneous

networks, each vehicle can possess multiple radio interfaces, enabling them to concurrently connect to

various domains and RATs.

The key idea is to tightly integrate multiple RATs available in the OBUs, allowing data messages to be

sent over the network(s) that best suit the performance requirements and network conditions at any given

moment. This approach enables the coordination of multiple RATs and ensures that vehicles maintain

reliable and efficient connectivity by dynamically adapting to the changing vehicular environment and

driving situation. Efficient utilization of heterogeneous vehicular wireless networks has the potential to

yield several benefits, including cost savings through the utilization of free Wi-Fi, the facilitation of high-

throughput applications by aggregating bandwidth, and the enhancement of network performance in the

face of wireless communication’s inherent dynamics and uncertainties.

However, current vehicular network applications are primarily designed for use with a single wire-

less network technology. Consequently, effectively utilizing the capabilities of multiple RATs concurrently

presents substantial challenges. Vehicular applications exhibit varying demands for network services, mak-

ing it a non-trivial task to efficiently allocate resources from the range of heterogeneous wireless networks
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to these diverse applications. For example, the video streaming to vehicles, demands high-throughput

and real-time communication capabilities. On the other hand, location-aware weather forecasts can ac-

commodate communication with delays and lower bandwidth. Furthermore, different wireless networks

often exhibit distinct characteristics, such as variations in throughput, delay, and reliability. Integrating

these networks into a unified system with a standardized application interface can be a complex task.

For instance, cellular links typically offer lower bandwidth but greater service continuity. Free Wi-Fi links,

in contrast, tend to provide higher bandwidth but may suffer from service discontinuity. VANET links

and paths can offer high bandwidth, but are subject to the mobility of vehicles and encompass intricate

dynamics and uncertainties.

The vehicular communication system encompasses not only vehicles but also other communication

entities like roadside units, cloud and fog networks, the Internet and pedestrians. Vehicle to Everything

(V2X) communication, enabling seamless interaction between vehicles and their surrounding entities, us-

ing heterogeneous technologies like Wi-Fi, DSRC and Long-Term Evolution (LTE) networks. This facilitates

the dissemination of valuable information to drivers, passengers, the cloud, and even entities in proxim-

ity, such as pedestrians and cyclists. The purpose is to enhance safety and cater to both safety-critical

and non-safety-related services and applications. The communication architecture of IoV encompasses

not just vehicles and RSUs but also a diverse array of communication devices. While this inclusion adds

complexity, it aligns the architecture with market demands, distinguishing it from VANETs. As shown in

Figure 2, the heterogeneous network architecture of IoV includes different types of vehicular communi-

cations, which include Vehicle to Vehicle (V2V), Vehicle to Infrastructure (V2I), Vehicle to Network (V2N),

Vehicle to Pedestrian (V2P), Vehicle to Device (V2D) etc.
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Figure 2: Vehicular heterogeneous communication system.

V2V communication, also known as inter-vehicle communication, facilitates direct communication be-

tween vehicles without relying on fixed infrastructure support [14]. V2V communication enables short and
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medium-range interactions, providing cost-effective deployment options and facilitating the rapid trans-

mission of concise messages with minimal latency. Its primary applications include safety, security, and

dissemination purposes. Communication between vehicles primarily serves the purpose of exchanging

information, including vehicle location, speed, and driving direction. In V2V communication, vehicles

exchange data that describes their internal states and the surrounding environment, enhancing the per-

ceptual horizon of communication partners. The valuable information from a vehicle’s sensors can be

shared with nearby road users. The wireless network is created spontaneously; thus, the V2V commu-

nication follows an entirely ad hoc nature, often referred to as VANETs. When two vehicles are within

each other’s communication range, they establish a direct connection; otherwise, they employ multi-hop

communication to relay data.

V2I communication enables vehicles to establish communication with the roadside/network nodes

with stationary positions, primarily for information and data gathering purposes. This communication is

facilitated through points of attachment, including RSUs, hotspots, and cellular base stations, that could

be strategically placed at dedicated locations along roads and highways, utilizing available infrastructure

such as road signs, traffic lights, and toll gantries. V2I communication enables vehicles to interact with and

receive information from the infrastructure to enhance road safety and traffic management and provide

ITS services to drivers and passengers. For instance, vehicles can interact with the infrastructure to influ-

ence factors like traffic light durations and report their own internal state and traffic situations. Moreover,

non-safety critical applications are primarily associated with V2N communication, allowing passengers

to access a variety of services while vehicles are moving, including internet connectivity, entertainment

services, online multimedia content, and interactive communication. The network architecture extends to

cloud, fog, and grid networks, as well as the underlying backbone wired network of the service providers

and server farms. The communication range of the wireless technology and vehicle speed affect the con-

nection time between the vehicle and the roadside infrastructure. The link availability is low, especially

in highway scenarios, where the connection is often lost during data transmission. The rapid topology

changes result in packet losses and reduced throughput, which negatively affect communication perfor-

mance.

V2P/V2D represents an important facet of vehicular communication, facilitating interactions between

vehicles and mobile devices carried by pedestrians, passengers, and cyclists [15, 16]. This mode of

communication acknowledges the distinct mobility patterns and behaviors of these non-vehicle entities

within the transportation ecosystem. Through V2P communication, vehicles can establish connections

with pedestrians, passengers, and cyclists, enabling the exchange of critical information, alerts, and data

that contribute to improved road safety, enhanced situational awareness, and novel services.

The potential of integrating diverse wireless technologies is evident in its capacity to effectively address

the myriad requirements of ITS services, thereby fostering advanced capabilities and heightened perfor-

mance within vehicular communication systems. To achieve this, the OBUmust be equipped to seamlessly

support an array of wireless networks, including Wi-Fi, DSRC, Global System for Mobile communication
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(GSM), Worldwide Interoperability for Microwave Access (WiMAX), 4G/5G, and beyond. This holistic ap-

proach to heterogeneous vehicular communication ensures a comprehensive solution that caters to the

dynamic needs of modern vehicular environments. The concept of heterogeneity is also included within the

Fifth-generation wireless (5G) framework, as put forth by the 5G-PPP Group [9]. The future 5G networks

are envisioned as an amalgamation of diverse wireless networks, encompassing existing and forthcoming

RATs. Nonetheless, managing heterogeneous networks presents a complex challenge, potentially leading

to network fragmentation and suboptimal utilization of network resources. Moreover, the transition from

one RAT to another, coupled with the intricate multi-hop routing of network traffic, can increase end-to-end

delays. This intricacy is particularly noteworthy in densely populated vehicular environments characterized

by high resource demands and many potential network routing paths. Consequently, the quest for optimal

routes within minimal time becomes imperative in such scenarios.

2.3 V2X Radio Access Technologies

Numerous heterogeneous RAT have been assessed for their applicability to V2X communication, such as

802.11p, 802.11bd, 802.11ax, Cellular V2X (C-V2X), WiMAX, cellular networks 4G/5G, Bluetooth, Visible

light communication (VLC), Satellite, Near Field communication (NFC) andMillimeter wave communication

(mmWave). However, the complex performance requirements inherent in vehicular networking applica-

tions present a formidable challenge for any communication technology [17]. In light of this, adopting

a heterogeneous approach that harnesses the capabilities of multiple RAT has become indispensable in

guaranteeing optimal vehicular connectivity [18]. Each of these RAT possesses distinctive characteristics

concerning signal propagation, data throughput, and latency, leading to varying advantages and disad-

vantages when employed for V2X communications [19]. This section reflects the most recent standards

for cellular communications from the 3rd Generation Partnership Project (3GPP) and Wireless Local Area

Network (WLAN) communications from the Institute of Electrical and Electronics Engineers (IEEE).

2010

IEEE 802.11p
DSRC 1st Gen

2016

3GPP Rel-13 (D2D)
5GAA created

2017

3GPP Rel-14
C-V2X (PC5-SL)
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3GPP Rel-15
IEEE 802.11bd (TF)  

2020

3GPP Rel-16
5G-NR V2X  

2022

3GPP Rel-17
Enhanced V2X  

2023

IEEE 802.11bd
DSRC 2st Gen

2024

3GPP Rel-18
Advanced 5G  

Figure 3: Evolution of V2X standards.

Illustrated in Figure 3 is a comprehensive depiction of the evolutionary trajectory of key V2X com-

munication standards. Of particular note, the ascent of 5G New Radio (5G-NR) showcases encouraging

strides in terms of relative enhancements over its predecessor technologies. Notably, 5G-NR demonstrates

remarkable potential in facilitating V2X communications and powering applications for autonomous ve-

hicles, surpassing the capabilities of current RATs [20, 21]. The 5G is not a singular standard, but an
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amalgamation of innovative technologies that collectively represent the imminent progress of mobile cel-

lular networks.

2.3.1 Dedicated Short-Range Communications

WLAN stands out as the predominant and widely adopted option available in the market. The IEEE

802.11 wireless network family dominates this category. Various working groups have contributed to

different iterations of the 802.11 family, including 802.11b, 802.11g and 802.11n. Each of these variants

possesses distinct characteristics and confronts unique challenges, rendering them suitable for diverse

environments. In general, this standard facilitates short-range radio coverage while offering relatively high

data rates. For instance, 802.11n claims to support data rates of up to 600 Mbps. However, it became

evident that these high data rates were not practically attainable in a mobile environment. The inherent

characteristics of VANETs, marked by extreme mobility and frequently changing network topologies, made

these variations unsuitable. Consequently, a new version of the WLAN standard, known as IEEE 802.11p,

was introduced to address the specific needs needs of vehicular networks. It is designed to accommodate

a wide array of applications and services within the realm of ITS, with a particular focus on safety-critical

applications.

DSRC, is the pioneering standard and primary wireless technology for VANET [22]. It facilitates com-

munication among vehicles on the road, both with and without the aid of any pre-established infrastructure

alongside roads. In 2008, the European Telecommunications Standards Institute (ETSI) designated 70

MHz of spectrum within the 5.8 GHz band for the exclusive use of DSRC to enable “day one” road safety

applications, such as frontal collision warnings, blind spot warnings, and intersection motion assistance.

At the MAC/PHY layers, DSRC is based on the IEEE 802.11p protocol, which operates fully distributed and

facilitates the rapid exchange of concise broadcast messages among vehicles. DSRC systems support

vehicle speeds of up to 200 km/h within a communication range of 300 meters to 1 kilometer. However,

its operational scope usually spans a limited number of 10 MHz channels, which presents challenges in

effectively managing substantial data volumes.

The protocol additionally offers the flexibility to postpone tasks like authentication, encryption, and

comprehensive identification to higher-level protocols. In Europe, the network architecture and security

protocols are defined in the ETSI ITS-G5 upper layer amendment [2], which provides a multi-hop routing

system, the basic transport protocol (BTP) over the GeoNetworking service, and also supports standard

Transmission Control Protocol (TCP) and User Datagram Protoco (UDP) over IPv6. The ad hoc nature of

IEEE 802.11p brings advantages such as independent operation from cellular infrastructure, ubiquitous

connectivity, low control overhead, and potentially low delays. However, due to the randommedium access

schemes, the performance of V2X communication degrades under channel congestion, resulting in packet

loss and increased update times. Furthermore, despite significant research done on 802.11p, it suffers

from scalability issues, limited coverage area, and unbounded delay [4].

ITS-G5 is originally based on the IEEE 802.11p standard, which operates in the 5.9 GHz DSRC band.
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This frequency band is reserved for transportation-related communication to minimize interference and

ensure reliable and low-latency communication. One of the primary use cases for ITS-G5 is in safety

applications. Vehicles equipped with ITS-G5 technology can exchange safety-critical information, such as

warnings about accidents, road hazards, traffic signals, and pedestrian crossings. This allows vehicles

to react proactively to potential dangers. It supports efficient broadcasting of messages. This is crucial

for disseminating safety-related information to all nearby vehicles, even when the sender doesn’t know

their specific locations. The ITS-G5 stack incorporates security measures to protect the authenticity and

integrity of messages. One of the key features of ITS-G5 is its ability to coexist with other wireless com-

munication technologies and systems. This is important because the road environment is diverse, and

different regions and countries may have different preferences for V2X communication technologies. Re-

cent researches has proposed the implementation of heterogeneous networks to effectively cater to the

diverse demands of vehicular applications, encompassing the specific needs of IoV. ITS-G5 has been de-

signed to work alongside other communication technologies, including cellular (e.g., 4G and 5G), Wi-Fi,

and other V2X technologies.

Despite the substantial potential of VANETs to mitigate traffic safety and enhance efficiency while

reducing operational costs, they have encountered challenges in garnering commercial interest. The

commercialization hurdles faced by VANETs encompass several issues, such as their reliance on pure ad

hoc network architecture, the unreliability of Internet services, compatibility issues with personal devices,

the absence of cloud computing integration, among others.

With the aim to enhance the existing 802.11p technology with advanced PHY/MAC techniques intro-

duced in the newest Wi-Fi standards, a new IEEE 802.11bd standard [23] for next-generation V2X has

been recently published in early 2023. The primary design objectives of 802.11bd include supporting

high mobility (up to 500 km/h), high data rate and increased communication range (up to 2 km). Em-

phasis was posed to modifications at the PHY layer, in particular, to Multiple-input multiple-output (MIMO)

techniques, improved channel coding, and better pilots placing. Additionally, 802.11bd should guarantee

coexistence and backward compatibility with 802.11p.

2.3.2 Cellular networks

As cellular infrastructures have evolved, 4G/LTE has emerged as a popular choice for vehicular environ-

ments. It offers a reasonable data rate and a smoother handover management mechanism compared to

WLAN. Numerous studies have shown that 4G/LTE deployment in highly mobile environments is challeng-

ing and requires careful planning. While the fourth generation of cellular technology (4G LTE) offers some

support for V2X communications, its design, which prioritizes multimedia and telephony applications, falls

short in meeting the demands of safety-critical scenarios.

C-V2X communication, standardized by the 3GPP, has long been considered a prospective contender

in the realm of V2X communications [24]. In 2016 the 5G Automotive Association (5GAA) was created,
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shaping the path to 5G by supporting C-V2X, as well as working to deliver innovations in on-device intelli-

gence and integration in connected vehicles [25]. The momentum behind C-V2X gained traction following

the emergence of vehicular standards within cellular communication, epitomized by 3GPP Release 14 in

2017, denoted as LTE-V2X. Capitalizing on the extensive infrastructure inherent to cellular communication

and the introduction of direct Device-to-Device (D2D) communication, C-V2X seamlessly encompasses the

entire spectrum of V2X communication paradigms.

However, the intrigue surrounding C-V2X experienced a notable upswing with the advent of the fifth-

generation cellular technology, 5G-NR, introduced in 3GPP Release 15 in 2019 [26]. This transformative

evolution of cellular networks, orienting toward domains like smart cities, Internet of Things (IoT), and au-

tonomous driving, significantly enhanced cellular technology’s allure as a V2X communication contender.

Based on research conducted on the current LTE network implementations, it has been shown that C-V2X

holds promise as a viable solution for fundamental V2X applications. Nevertheless, while C-V2X might

suffice for rudimentary V2X use cases, its capacity to support more sophisticated applications remains

constrained by challenges in maintaining consistently low latencies. Both 4G LTE and early 5G-NR deploy-

ments encounter challenges in providing consistent support for advanced V2X applications. The reliability

concerns are particularly critical, as they directly affect a vehicle’s ability to place trust in the received

information. The most recent advancements and novel attributes within cellular networks are showcased

in the latest iterations of the 3GPP framework, specifically in Releases 17 and 18. Release 17 in 2022

encompasses a spectrum of enhancements to existing capabilities, including MIMO, Ultra-reliable low-

latency communication (URLLC), and power savings. Additionally, it introduces innovative features like

Non-terrestrial network (NTN) and higher-frequency bands. In the context of cellular advancements, Re-

lease 18 in 2024 emerges as the inaugural iteration of 5G Advanced, targeting novel functionalities such

as Artificial intelligence (AI) and Machine learning (ML) integration, extended reality applications, network

energy conservation, and further improvements to existing features [27].

The escalating need for high-speed internet access, sought after by both consumer and enterprise

segments, is propelling a robust surge in global 5G deployment [9]. Prominent trends encompass the

increasing traction of open Radio access networks (RAN), ongoing advancements in 5G mmWave technol-

ogy, and the steady expansion of consumer-centric mobile services. In this context, the potential of 5G

looms large, promising to usher in a new era of advanced V2X applications. Yet, the trajectory for realizing

these ambitious applications with 5G remains less clear, necessitating concerted efforts from pertinent

industries and research communities to unlock the full potential of this technology for the benefit of the

V2X ecosystem. These findings underscore the pressing necessity for further development and imple-

mentation of intelligent vehicle systems and the forthcoming 5G networks [28]. By refining the design

and enhancing the robustness of both intelligent vehicles and the evolving 5G infrastructure, the aim is

to establish a dependable foundation for V2X communications, ultimately fostering the safe and effective

functioning of connected vehicles.

As the landscape of RATs continues to evolve within the realm of V2X communication, it becomes

increasingly clear that pursuing integration at the access layer may not be the most efficient strategy
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for ensuring the seamless interoperability of heterogeneous wireless technologies [22, 29, 30]. This

is primarily attributed to the requirement for continuous updates whenever novel V2X technologies are

embraced, or new iterations of standards are introduced.

2.4 On-Board Unit

The core concept of cooperative ITS involves equipping individual vehicles with on-board wireless com-

munication devices to enable vehicles to exchange information about themselves and their surrounding

environment.

Therefore, within an IoV environment, each vehicle should be able to assume the role of the sender,

receiver, and router, distributing information throughout the network. To enable this, vehicles must be

equipped with an OBU, designed to facilitate the reception and transmission of messages between vehicles

and infrastructure through dedicated RATs. The OBU is equipped with a robust hardware configuration

encompassing processing, memory, storage, and communication capabilities, accompanied by a suite

of software applications. The OBU’s key functions encompass a range of tasks, including wireless radio

access, network congestion management, traffic routing, message transmission, data security measures,

and adept handling of IP mobility. Furthermore, the OBU computing system offers seamless integration

with the Human-Machine Interface (HMI) and establishes a platform for driver interaction.

The rise of V2X applications, including Advanced Driver Assistance System (ADAS) and Connected and

Autonomous Driving (CAD), demands the substantial processing and real-time exchange of vast amounts

of data from vehicular sensors. Integrated within a vehicle, the OBU functions as a wireless communication

device, augmenting the sensor capabilities of vehicles through direct interactions with infrastructure nodes

and other OBUs. The OBU gathers environmental data to detect events, driving patterns, and situations.

It plays a crucial role in broadcasting critical vehicle information such as location, direction, and speed to

designated devices, simultaneously assimilating data from other vehicles. This incoming data serves as

valuable input for the OBU’s internal algorithms, contributing to accident avoidance strategies. The Com-

munications Control Unit (CCU) embedded within the OBU guarantees connectivity across all supported

networks, holding transceiver modules equipped with radio frequency antennas for each communication

interface. Modern commercial OBUs now commonly feature a multiple network interfaces (such as DSRC,

Wi-Fi, cellular, etc.). Additionally, there is a growing anticipation that radio modules for millimeter wave

and visible light communications will likely become accessible within a reasonable timeframe. Therefore,

it is important to study the coexistence and interoperability between different architectures in order to

ensure a certain level of QoS to a data flow offered by the underlying networks [10, 31, 32]. Moreover, the

OBU facilitates seamless integration with various in-vehicle sensors (such as Global Positioning System

(GPS), radar, and camera), thus synthesizing data from internal and external communication sources.

The initial iteration of the OBU is presently integrated into vehicles currently in operation, featur-

ing sole DSRC support (known as ITS-G5 in Europe). Consumers have the option to purchase vehicles
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(a) The Autotalks PANGAEA V2X Communication
Module (b) The OBU prototype developed by Bosch

Figure 4: Example of 1st generation V2X equipment

pre-equipped with communication hardware to support ‘day one’ V2X applications. IEEE802.11p-based

products are now commercially accessible, with multiple silicon vendors offering them within the market.

Illustrated in Figure 4(a) is an example of an integrated OBU produced by Autotalks, one of the leading

suppliers of automotive-grade V2X communication processors. The Autotalks PANGAEA platform includes

an RF transceiver module supporting GNSS and DSRC connectivity, a modem, a security module, and a

software stack. Figure 4(b) shows the first V2X board prototype provided by Bosch Car Multimedia with a

similar functionality. The OBU device can connect to other vehicles and roadside infrastructure networks

using only short-range wireless communication based on IEEE 802.11p radio technology. To gather perti-

nent sensor data (e.g., speed, acceleration), the V2X board establishes communication with the vehicle’s

Electronic Control Unit (ECU) via a dedicated connection, such as Controller Area Network (CAN), FlexRay,

or BroadR-Reach physical interface.

The absence of regulatory specifications for communicating safety-critical messages led to the diver-

gence of V2X into two primary standards: DSRC and C-V2X, each characterized by distinct architectures.

The variation in V2X technology standards presents the task of cost-effectively meeting safety commu-

nication requisites. While DSRC chipsets have traditionally been tailored as specialized components for

safety-centric direct V2X communication, C-V2X aims to integrate direct V2X connectivity and network

connectivity within a unified framework. This divergence complicates the decision-making process for

OEMs, who must choose between the two standards, and further challenges the realization of a unified

global solution. Automotive OEMs now have the flexibility to select their preferred underlying V2X technol-

ogy. However, a notable advancement is anticipated with the emergence of new-generation OBUs that

can support multiple wireless interfaces, thereby enhancing communication performance. As depicted

in Figure 5, Bosch has developed a second-generation OBU prototype, exemplifying an effort to resolve

the competition between the two standards. This prototype integrates a mobility-optimized IEEE802.11p,

Wi-Fi, Bluetooth, LTE, and C-V2X modems. It offers superior performance, containing a processor capable

of running full V2X middleware and applications and optional secure in-vehicle connectivity.
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Figure 5: 2nd generation OBU supports multiple RATs.

2.5 Seamless mobility

In the V2X domain, it’s hard to keep connectivity uninterrupted because the network environment changes

constantly. Therefore, the challenge of Vertical Handover (VHO) is to seamlessly maintain a vehicle user’s

connection, preferably without any perceivable interruption [33]. Seamless handover serves as the foun-

dational stride when orchestrating the migration of an internet connection, which allows multi-homed OBU

to seamlessly migrate active sessions across heterogeneous networks. To ensure seamless mobility within

a multi-technology environment, two distinct mechanisms were introduced by IEEE and 3GPP: Media In-

dependent Handover (MIH) [34] and Access Network Discovery and Selection Function (ANDSF)[35, 36]

respectively. These mechanisms facilitate smooth vertical handover between various technology types,

seamlessly managing IP flow mobility and data offload to optimize network resources utilization and im-

prove the overall network capacity.

The process of seamless handover decision-making plays a pivotal role in upholding uninterrupted

services and ensuring the quality of communication for vehicles within regions covered by multiple access

networks. Determining the most suitable handover strategy presents a significant challenge, necessi-

tating a delicate balance between meeting the demands of vehicles and optimizing the overall network

performance. Multiple approaches and strategies are being explored to tackle this intricate issue.

The VHO procedure can be divided into three phases: information gathering, decision-making, and

execution. During the information gathering phase, essential data for the VHO decision is collected. This

includes user preferences (like cost and security considerations), network parameters (such as latency

and coverage), and terminal details (like battery level and velocity). In the decision-making stage, the

optimal RAT is chosen based on the accumulated information, and this decision is then communicated to

the handover execution process. The handover execution phase ensures the uninterrupted transition of

the active session over the new RAT. Once the transition is completed, the resources of the previous RAT
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are eventually released.

In this scenario, it’s imperative that each vehicle maintains a continuous connection to at least one

network. Through the use of soft handover, vehicles also have the capability to be concurrently connected

to multiple networks, achieved by employing multiple RATs devices installed on each vehicle. As a result,

communication with the remote node can persist uninterrupted, even in the presence of potential changes

in the physical interface states.

2.6 RAT interoperability

The traditional V2X data communication paradigm cannot fully exploit the potential of these multiple net-

works simultaneously. In this context, the data transmission is typically restricted to a single path, even

when multiple available paths1 exist between the source and destination. As a result, the traditional ap-

proach limits the overall communication efficiency, especially in dynamic vehicular environments where

connectivity may frequently change due to vehicle mobility and the availability of different network tech-

nologies. The inability to simultaneously utilize multiple networks leads to suboptimal data transmission

rates, higher latency, and potentially increased packet losses, especially during handover events. To ad-

dress these limitations, a novel approaches and protocols were proposed to take full advantage of the

multiple available heterogeneous networks.

Most end-user mobile devices now come equipped with multiple network interfaces. The next gener-

ation of V2X communication devices will support multi-RAT connectivity, a fundamental feature of next-

generation vehicular networks [37], enabling the simultaneous utilization of multiple available heteroge-

neous interfaces, such as Wi-Fi and LTE. Several interworking mechanisms for combining heterogeneous

networks into integrated wireless environments have been proposed. This multi-technological environment

shows great potential for enhancing vehicular communication, as it exploits the advantages of diverse RATs

and may significantly improve overall communication efficiency. By seamlessly integrating different wire-

less technologies, multi-connectivity empowers vehicles to maintain continuous and reliable connectivity,

even in highly dynamic vehicular environments. However, despite the promising potential of multipath

connectivity, there are still uncertainties surrounding its practical implementation [38]. For example,

multi-connectivity in 5G introduces complex challenges that must be addressed to realize its benefits for

vehicular communication and other applications fully.

One of the key challenges is efficiently managing and coordinating multiple available interfaces in real

time. The seamless integration of different RATs requires sophisticated mechanisms to handle handovers,

path selection, and load balancing effectively. Additionally, ensuring smooth and uninterrupted communi-

cation between the various interfaces demands robust synchronization. Furthermore, the coexistence of

diverse wireless technologies within the same network introduces interoperability issues. Different RATs

may have varying protocols, data formats, and signaling mechanisms, making it essential to develop

1In this context, the available RATs are often referred to as paths
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standardized communication protocols and interfaces to ensure seamless compatibility. Moreover, imple-

menting multipath connectivity in vehicular networks requires careful consideration of security and privacy

concerns. Using multi-RAT parading opens up new attack vectors and potential vulnerabilities, necessi-

tating robust security measures to safeguard communication and protect user data. Ongoing research

and collaboration between academia, industry, and standardization bodies are crucial to address these

challenges. Innovative solutions and protocols must be developed as heterogeneous vehicular networks

evolve to enable efficient multi-RAT connectivity.

2.6.1 Classification of handover mechanisms

After an in-depth analysis of existing handover types in the literature, we have identified a multitude of ap-

proaches. This diversity can be attributed to the various steps involved in the handover process, including

Initiation, Decision, and Execution. While certain standards cover the Execution step, the Decision step,

particularly, lacks standardization. Hence, multiple approaches are found in the literature. We propose

classifying handover mechanisms based on several criteria, including:

1. Technologies Used: This criterion considers the types of technologies involved in the handover.

2. Execution Method: It involves how the handover is carried out, whether through hard or soft han-

dovers.

3. Decision Actor: Identifies whether the handover is initiated by the mobile node, the network, or a

combination of both.

4. Number of Layers Involved: Reflects the involvement of OSI model layers, including mono-layer and

cross-layer handovers.

5. Deployment Architecture: Considers the architecture type, including centralized, fully distributed,

partial distributed mobility management and cloud-based solutions.

This classification framework helps organize and understand the diversity of handover mechanisms

in vehicular networks. Therefore, these existing handover mechanisms can be described as follows:

• Horizontal Handover: Occurs within the same network technology type (intra-system).

• Vertical Handover: Involves different network technologies (inter-system).

• Hard Handover: Requires the mobile to disconnect from the current network before connecting to

another.

• Soft Handover: Permits the mobile node to be connected to multiple networks during the handover

process.
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• Mobile Node-based Handover: Initiated by the mobile node.

• Network-based Handover: Core network decides on the handover, excluding the mobile node from

the process.

• Hybrid Handover: A combination of both MN-based and network-based handovers.

• Mono-layer Handover: Involves a single OSI model layer, for example the MAC-layer.

• Cross-layer Handover: Encompasses interactions between different OSI model layers, such as the

link layer (L2), network layer (L3), and transport layer (L4).

• Architectural Types:

– Centralized Solutions: Control and data plans are centralized, with all packets routed through

one entity.

– Fully Distributed: Both control and data plans are distributed.

– Partial Distributed: Combines centralized control plan with distributed data plan, as seen

in Software-Defined Networking (SDN). Also including, emerging solutions based on cloud

computing.

The central and recurring challenge continues to revolve around determining the optimal moment

for initiating a handover in a manner that minimizes both the handover latency and its associated ef-

fects, particularly with regard to packet loss and the ping-pong effect. This predicament arises from the

inevitable disconnection time that precedes connection to the subsequent network. This disconnection

time predominantly consists of three components: the disconnection detection time, the time required for

configuring a new address, and the duration spent on exchanging handover processing messages.

2.6.2 Centralized, decentralized and hybrid approaches

The standardization activities have been exploring different strategies for enabling multi-RAT integration.

Many handover mechanisms, also known as mobility management, were proposed in the literature. The

current solutions for multi-connectivity can be broadly categorized into three alternatives: centralized,

distributed, and hybrid approaches [39]. Figure 6 illustrates different RAT interoperability schemes with

one vehicle and two heterogeneous networks.

2.6.2.1 Centralized approach

In the centralized approach, a particular vehicular user is assigned to the most suitable access technology

based on the global view of the network status and application requirements. The network selection and

vertical handover procedure is assured by a central network entity, which controls the assignment of radio
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Figure 6: Representation of centralized (a), distributed (b), and hybrid (c) RAT selection schemes.

Small-dashed lines represent the transmission of information during VHO process. Label D stand for
network selection decision. Label C indicate the establishment of data link and label M represents

the transmission of measurements reports.

resources for vehicular communication. In a highly dynamic vehicular environment, vehicles frequently

switch between networks due to rapid movement, ensuring continuous connectivity to the most suitable

network becomes essential for reliable and efficient vehicular communication.

However, traditional centralized handover mechanisms designed for cellular networks are not well-

suited for the hybrid vehicular architecture [40]. Despite the inherent challenges in making accurate

predictions, many existing centralized solutions continue to rely solely on Receiving Signal Strength Indi-

cation (RSSI) measurements before initiating a handover. This approach inevitably leads to a prolonged

disconnection period, often referred to as handover latency. Such latency can have detrimental effects on

application performance, particularly in terms of packet loss. This is especially concerning for applications

with stringent requirements, such as those related to safety and real-time functionality.

In the centralized approach, the primary mobility manager, often referred to as the Home Agent (HA),

is situated within the core network infrastructure. Mobility is administered in a centralized manner from

this location. Some well-known examples of global mobility management protocols include Mobile IPv4

(MIPv4), Mobile IPv6 (MIPv6), Network Mobility (NEMO), and others. In these centralized solutions, a

single misbehaving host has the potential to disrupt internet service for numerous other hosts. Global

mobility approaches continues to rely on a centralized architecture, which is susceptible to the drawbacks

associated with centralized systems, including increased overhead, bottlenecks, a single point of failure,

and limited scalability. Consequently, it may result in considerable handover latency due to the exchange
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of control messages among the entities involved.

Additionally, the handover frequency for vehicular users is higher than that of cellular users, resulting

in excessive signaling overhead. Furthermore, solutions deployed at the radio layer could pose challenges

for the interoperability of heterogeneous networks due to the heterogeneity of resource allocation and

modulation schemes across RATs. To address this issue, the Access Traffic Steering, Switching, and

Splitting (ATSSS) [41] architecture was introduced in 2020 by 3GPP(Rel-16) to exploit transport layer

multi-connectivity between heterogeneous networks. ATSSS leverages the capability of the 5G Core to

explicitly handle non-3GPP traffic through the Non-3GPP network. It uses a Multi-Access Protocol Data

Unit (MAPDU) that is exchanged over multiple RATs, providing functionalities for selection (steering and

switching) and aggregation (splitting) at both the lower and upper layers of the IP stack.

The centralized control characteristic of SDN is also widely explored in the literature to offer seam-

less handover solutions for mobile users [42–45]. SDN allows achieving network programmability and

flexibility, making it an essential tool for managing mobile devices and resources [46–48]. By separating

the control and data planes, SDN allows centralized management and configuration of network devices,

simplifying network operations and improving resource allocation. However, a distributed RAT selection

algorithm could be undesirable in vehicular communication for two primary reasons. Firstly, it creates

high signaling and message-passing overhead in the operator’s network infrastructure. Secondly, it de-

teriorates the user experience by causing constant fluctuations in client throughput [49]. Centralized

schemes based on SDN rely on dedicated network controllers that require periodic reporting from users

regarding their coverage status and experienced performance to make tailored decisions. The ongoing

network densification challenges this approach, calling for more scalable solutions.

2.6.2.2 Hybrid or cloud-assisted approach

In the hybrid approach, multi-RAT coordination involves establishing a functional relationship between dif-

ferent entities in the system. For instance, infrastructure nodes can share general status indications, such

as network congestion levels, with vehicles. Based on this information and their own measurements, ve-

hicles decide which RATs to connect, while the infrastructure node controls the vertical handover process.

Alternatively, vehicles can send observed metrics to a cloud-based central server, which makes network

selection decisions based on a global view. The server then instructs the vehicle to perform the han-

dover, although the vehicle controls the process. This approach allows vehicles to opportunistically report

their positions and channel load measurements to the central server when they have access to network

infrastructure (e.g., roadside units). By analyzing wide-scale statistics on road and network conditions,

the central server derives recommended network selection strategies distributed to individual connected

vehicles to allow them for globally optimized resource utilization.

While the hybrid and centralized approaches provide tailored decisions based on global information,

which could often in higher system performance, it also comes with several challenges. One of the

main problems with a hybrid solution is scalability. The exponential growth of heterogeneous access
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nodes and user devices presents a significant challenge in solving the network selection problem through

centralized controllers. This is primarily due to the high computational complexity required to find a

system-level optimal solution and the substantial increase in signaling messages exchanged between

the controllers and the connected devices. As the network becomes more complex and dynamic, the

limitations of centralized solutions in handling the large-scale and rapidly changing environment become

evident. As the number of vehicles and the complexity of the network increase, the centralized controller

can become overwhelmed with the amount of data it needs to process and the number of decisions it

needs to make. This can lead to delays in decision-making andmay result in suboptimal network selections

for some vehicles. Moreover, centralized solutions rely on continuous vehicle reports about their coverage

status and experienced performance. This frequent reporting can create significant signaling overhead

in the network, consuming valuable resources and potentially causing congestion issues. Additionally,

the reliance on a single controller introduces a single point of failure. If the cloud-based central server

experiences problems or malfunctions, it can lead to widespread network disruptions and service outages

for all connected vehicles. Another concern is the complexity and cost of deploying and maintaining a

centralized controller. As the network grows in size and complexity, the resources required to operate and

manage the controller can become substantial.

2.6.2.3 Decentralized approach

The increased computational capabilities of the vehicle’s OBU devices enable them to autonomously make

context-aware decisions by observing and adapting to the surrounding environment. This aligns with the

recent trend of decentralizing network functionalities and decisions, as evident in edge and fog networking

[50]. The shift towards decentralization allows for more efficient and agile decision-making at the user

end, contributing to improved overall network performance and responsiveness. Vehicle users indepen-

dently select the optimal RATs based on their measurements, representing a decentralized approach.

This empowers the vehicle users to make network selection decisions autonomously, utilizing local per-

ceptions and controlling the handover procedure. As a result, RAT interoperability is achieved in a fully

independent (distributed) manner, with vehicle users collecting necessary information and making deci-

sions independently. The more advanced algorithms could also leverage shared data from other vehicles

or road infrastructure, such as network congestion and traffic load, to make more informed decisions.

Local mobility management works in a small geographic area called a mobility domain, and it follows

a distributed management approach. Instead of centralizing mobility management, it is handled within

these smaller domains. Notable examples of local mobility management protocols encompass Proxy

Mobile IPv6 (PMIPv6), Distributed Mobility Management (DMM), and Fully DMM (FDMM).

The distributed approach is highly scalable compared to centralized solutions, where user-specific

information is continuously reported to the network. It reduces the need to constantly register user-specific

data to the network side, minimizing signaling overhead and computational complexity. The distributed

approach gives each vehicle user autonomy in making network selection decisions. They can choose
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the most suitable network based on their observations and measurements, allowing for personalized

connectivity decisions. Utilizing the distributed approach, vehicle users can rapidly adapt to changing

network conditions and real-time context, as they are directly involved in the decision-making process.

This enables adaptability to varying traffic and network load conditions, demanding a fast and responsive

multi-RAT solution.

While offering autonomy to individual vehicles, the distributed multi-RAT solution may face challenges

in evaluating the global network status, potentially leading to non-optimal decisions. Indeed, the distributed

scheme can also use additional information shared by other vehicles or road infrastructure. However,

ensuring the accuracy and trustworthiness of this information is crucial. Incorrect or misleading data

can lead to suboptimal network selection decisions and negatively impact overall network performance.

Also, the excessive data exchange can result in increased communication overhead, leading to higher

data traffic and potential delays in decision-making. Nevertheless, incorporating diverse data sources

empowers vehicles to consider factors beyond their immediate surroundings, enabling them to gain access

to a more comprehensive view of the network environment. As a result, vehicles can make more context-

aware network selection decisions, providing a satisfactory Quality of Experience (QoS) even under high

mobility constraints.

2.6.3 Multipath connectivity

Several studies have proposed a tight integration of different wireless technologies to increase communi-

cation efficiency in heterogeneous vehicular networks [51–54], where each system offers unique benefits.

However, various problems must be addressed to make different technologies work together under a highly

dynamic vehicular environment [55]. Coordinating multiple RATs to select the network with the best con-

nectivity while considering application requirements is challenging. The concept of multipath connectivity

has emerged as a promising approach to enhance network service for high-speed vehicles, leveraging mul-

tiple interfaces to exploit available wireless technologies and maintain continuous connections [56–60].

Traditional VHO schemes are limited in that they permit the connection to only one access technology at

any given moment. Diverging from the conventional sequential utilization of multiple RATs observed in

handover scenarios, which has been extensively explored in heterogeneous wireless networks, the hetero-

geneous multipath V2X hinges on the concurrent utilization of distinct technologies. This approach entails

the adoption of aggregation schemes that empower users to tackle the capabilities of multiple available

networks simultaneously and in parallel. The advantage of being simultaneously connected to two or

more networks can be leveraged to enhance packet reception reliability in the event of one interface going

offline. This can be accomplished by ensure packet redundancy following the detection of a disconnection

in one of the physical interfaces. The redundancy mechanism involves duplicating received messages

across the available physical interfaces. When implemented, this feature has the potential to significantly

improve both packet delivery ratios and overall throughput.

In recent years, there has been a growing interest in the use of multipath communication for vehicular
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networks [55, 61, 62]. This approach involves leveraging multiple RATs to enable reliable and uninter-

rupted vehicular communication, even in challenging environments [52]. For example, the redundant

use of multiple access technologies was considered in [63] to improve the communication reliability of

vehicular applications. The paper demonstrates the potential benefits of using various RATs in a highway

platoon scenario. In [64], a hybrid vehicular network architecture and protocol stack was proposed, which

combines DSRC and C-V2X technologies. The paper addresses the problem of radio resource manage-

ment, adaptive RAT selection, and VHO algorithm in a highway environment. The effectiveness of the

proposed architecture is shown using several simulations with different parameter settings. A multi-radio

access technologies scheme for V2X communication have been introduced in [51], where two other radio

access technologies (i.e., LTE-Uu and PC5) are combined to improve a system performance and meet

high-reliability requirement [65].

Furthermore, authors in [5] have highlighted the potential benefits of employing a logical interface in

the context of multihoming in VANETS, particularly when connected to two or more distinct networks. A

key advantage of a logical interface lies in its capacity to be associated with multiple physical interfaces,

thereby enhancing reliability and throughput between directly connected devices by establishing alternative

physical pathways. Thus, the logical interface acts as a gateway/proxy of the physical interfaces. This can

be accomplished through a process referred to as “link-layer multiplexing”, which hides the presence of

multiple physical interfaces from the protocols operating above the link layer. Notably, it is imperative to

note that the responsibility for multiplexing and routing packets across these physical interfaces lies with

the link-layer device driver, although the specific mechanisms employed for this purpose are not explicitly

detailed.

However, the performance of multipath communication in highly dynamic environments remains a

challenge [66]. The frequent handover events caused by vehicle mobility lead to significant service inter-

ruptions, limiting the effectiveness of the current multipath solutions in vehicular scenarios. An alternative

strategy involves the implementation of interoperability2 mechanisms at the transport layer, leveraging

common protocols among different RATs to address the issues associated with radio layer-based solutions.

Integrating multipath functionality at the transport layer augments the potential of vehicular communica-

tion devices to effectively utilize multiple available paths, thereby enhancing data transmission efficiency.

Using standardized multipath extensions, such as Multipath TCP (MPTCP) [67], vehicles can seamlessly

switch between RATs, ensuring uninterrupted connectivity within dynamically changing environments. A

discussion on the use of MPTCP in vehicular environments has become an urgent issue [68–71]. So far,

research has focused primarily on a complementary combination of WiFi-based IEEE 802.11p and cellu-

lar communications based on 3G/4G technology. The 3GPP has recently proposed multipath transport

protocols for 5G networks to improve network Interoperability [41, 72]. As a result, the ATSSS architecture

was introduced to exploit transport layer multi-connectivity between 3GPP and non-3GPP networks. The

recently introduced Path Aware Networking Research Group [73] aims to support research in bringing

2In the following, we refer to selection and aggregation schemes as RAT interoperability procedures.
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path awareness to transport and application layer protocols. It exploits interoperability mechanisms in

order to combine different networks, discover information about the properties of a path, and design new

algorithms for path selection and scheduling decisions based on this information.

Authors in [57] conducted a survey on the technical challenges and reviewed the existing studies re-

garding MPTCP, and the implementation of MPTCP in vehicular networks. In [71], the MPTCP was used to

seamlessly switch between 802.11 and satellite connections for non-safety-related vehicular infotainment

applications. A performance evaluation demonstrates the good performance of the proposed method in a

vehicular scenario in which both interfaces transmit video data. The combination of MPTCP and SDN to

provide a seamless V2I connectivity was considered in [2]. The authors conducted experiments to evaluate

the default performance of MPTCP in heterogeneous networks that employed both Wi-Fi and DSRC. They

also presented an approach for installing rules to establish V2I connectivity in software-defined vehicular

networks with centralized control. The problem of ultra-reliable low-latency communication for Connected

and Autonomous Vehicle (CAV) has been addressed in [56]. A novel framework based on MPTCP was

introduced, which employs coding techniques and efficiently distributes packets across multiple wireless

network links that may dynamically change. Based on mathematical modeling and performance eval-

uations, it was demonstrated that the proposed approach effectively optimizes resource utilization and

enhances throughput. Authors in [68] proposed a mobility-aware multimedia data transfer mechanism

using MPTCP in vehicular networks. MPTCP was adopted for aggregating bandwidth and improving the

transmission rate for video streaming services. To measure the quality of subflows and dynamically allo-

cate data to different paths, a quality-aware data distribution technique is utilized. Furthermore, the VHO

mechanism was tested for continuous data transmission. The simulation results indicate that the mobility-

aware data transmission mechanism effectively enhances throughput while reducing transmission delays.

A novel MPTCP scheduling scheme that dynamically enables packet duplication across parallel paths has

been recently introduced in [59]. The proposed method can adaptively turn to redundant scheduling in

the presence of Head-of-line (HoL) blocking to achieve the best bandwidth performance for high-speed

vehicles. Experimental results show that the proposed solution can improve bandwidth aggregation under

fast mobility scenarios.

The newly developed MPQUIC [74, 75] stands as a multipath extension to Quick UDP Internet Connec-

tions (QUIC), akin to MPTCP, enabling the utilization of multiple links within a single connection. This pro-

tocol is based on QUIC’s stream-multiplexing capability, adeptly managing concurrent request/response

pairs on a single connection using numerous streams [76, 77]. Running on top of UDP, MPQUIC lends

itself to user space implementations, facilitating compatibility with unaltered operating systems. As a re-

sult, the integration of MPQUIC with existing QUIC implementations is seamless. While it has not yet been

specifically evaluated within vehicular scenarios and currently rests outside active development, MPQUIC

offers a solid foundation for a potential protocol catering to the demands of V2N scenarios [78].
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2.7 Multipath TCP protocol overview

MPTCP is a well-known solution that establishes an effective end-to-end connection through an array of

available paths. This technology encompasses a series of TCP extensions, which have undergone stan-

dardization within the Internet Engineering Task Force (IETF). MPTCP empowers applications to transmit

data across multiple IP addresses and interfaces while operating transparently. This seamless integration

of MPTCP into applications offers a standard socket Application Programming Interface (API) in userspace,

ensuring that applications remain oblivious to the underlying implementation of multipath communication.

MPTCP does not require additional entities in the network to be deployed (e.g., network proxies); only the

endpoints need to support MPTCP to guarantee multipath communication between them. Hence, the

implementation of the vehicular multipath communication system has become relatively straightforward,

without the necessity to establish additional network nodes.

MPTCP can establish multiple TCP connections, referred to as subflows, and seamlessly transmit a

unified data stream. Thus, it allows the transparent handover execution and the session continuity mainte-

nance. It is considered a decent solution for future 5G mobile networks, aiming to improve user experience

with higher throughput and seamless connections [72, 79, 80]. Furthermore, MPTCP is compatible with

deployed networks, as each subflow is treated by middleboxes as a standard TCP session, thus avoiding

any filtering issues on traditional network infrastructures. Hence, MPTCP requires support only from the

end devices, namely the host and server, in order to function. The protocol utilizes the Data Sequence

Number (DSN) to indicate the sequence of all packets within an MPTCP stream, ensuring dependable and

sequential data delivery across multiple dynamic paths. The capability of MPTCP to concurrently utilize

multiple interfaces enables applications to remain active during VHO, whereas traditional TCP connections

would be disrupted. Furthermore, MPTCP provides the flexibility to initiate, terminate, or adjust the priority

of individual subflows at any juncture within an ongoing session. MPTCP has been incorporated into the

Linux Kernel and adopts a modular framework comprising path manager, congestion control, and packet

scheduler strategies (Figure 7).
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Application Layer 
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MPTCP
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Subflow
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Figure 7: Multipath TCP in network stack.
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2.7.1 Packet scheduler

In modern computer networks, effective data transmission management is essential for ensuring efficient,

low-latency communication. Packet scheduling is a fundamental mechanism that plays a crucial role in

managing the transmission of data packets within a network. In MPTCP a packet scheduler is a component

responsible for prioritizing and regulating the transmission of data packets over a network. It plays a

critical role in various network scenarios for optimizing data transmission. The primary purpose of a

packet scheduler is to determine the order in which packets are sent, ensuring that network resources are

used efficiently.

Packet schedulers perform several key functions to ensure that data is transmitted effectively and

that network resources are utilized optimally. It assign priority levels to data packets based on link status.

For instance, the default scheduler of the Linux MPTCP implementation schedules packets to the subflow

with the lowest Round-trip time (RTT) and space in its Congestion Window (CWND). Unfortunately, it don’t

consider other important criteria such as the type of application (e.g., voice, video, or data), service-

level agreements, and QoS parameters. More advanced packet scheduler methods presented in the

literature could allocate network resources in a way that guarantees a specific level of performance for

high-priority applications [81, 82]. For example, in real-time applications like Voice over IP (VoIP) and

video conferencing, minimizing latency is essential. Packet schedulers could ensure that voice and video

packets are prioritized, resulting in low latency and smooth communication.

MPTCP packet scheduler play a role in traffic shaping by regulating the flow of packets to match avail-

able bandwidth. They prevent network congestion by managing the rate at which packets are transmitted.

Fair access to network resources is a core principle of packet scheduling. Packet schedulers prevent

any single user or application from monopolizing network resources, ensuring that all users receive eq-

uitable access. In environments with limited bandwidth, packet schedulers perform traffic management

by ensuring that resources are allocated fairly and that traffic is shaped to prevent congestion. MPTCP

packet scheduler is capable of adapting to changing network conditions. For instance, in scenarios where

link speeds vary or there is an increased packet loss rate, an adaptive packet scheduler can adjust its

scheduling strategy in real-time.

The path scheduling policy is formulated to intelligently distribute data packets across multiple paths,

ultimately enhancing MPTCP’s performance. In scenarios where multiple network paths or links are

available, the packet scheduler becomes crucial in determining the allocation of data segments across

various subflows. It can balance the load across these paths, optimizing resource utilization. Various

scheduling strategies have been developed to date, including the Lowest-RTT-First (minRTT) scheduler,

Constraint-based proactive scheduling (CP), Highest Sending Rate (HSR), Largest Window Space (LWS),

Lowest Time/Space (LTS) and others [83, 84]. These algorithms play a critical role in optimizing path

selection and data transmission in the MPTCP framework. The standard minRTT scheduler, for instance,

directs data through the subflow with the lowest RTT and a non-full congestion window. In cases where a

subflow experiences failure during the connection, the scheduler retransmits lost data across accessible
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subflows.

2.7.2 Congestion Control

While the concept of MPTCP offers several advantages in terms of reliability and performance, it also

introduces unique challenges related to congestion control. Traditional TCP, as specified in RFC 5681, is

based on a single path assumption, meaning that it expects all traffic to traverse a single network path.

In contrast, MPTCP leverages multiple paths, which introduces complexities in managing congestion.

The primary challenge is to ensure fair utilization of network resources, prevent congestion collapse, and

maintain QoS standards.

MPTCP extends congestion control mechanisms to operate at the subflow level. i.e., an individual

path in an MPTCP connection. This enables more fine-grained control over each subflow, ensuring that

no single path monopolizes network resources. Furthermore, the coupled congestion control in MPTCP

allows subflows to share congestion information. If one subflow experiences congestion, it can inform

other subflows about the congestion state, enabling them to react accordingly. This coupling is vital in

maintaining overall fairness and avoiding congestion collapse. Each subflow estimates its sending rate

based on congestion signals and network conditions. The sender adjusts its rate to avoid congestion and

ensure efficient resource utilization. This dynamic adaptation ensures continuous data transmission even

when individual subflows are disrupted. Additionally, MPTCP congestion control is designed to be compat-

ible with traditional TCP congestion control mechanisms. When MPTCP communicates with single-path

TCP flows, it responds to congestion signals and operates effectively within the traditional TCP ecosystem.

The congestion control algorithms implemented in MPTCP primarily aim to regulate the transmission

rate of each subflow, redistributing traffic from more congested paths to less congested ones. This ap-

proach enhances throughput and optimizes link utilization. Several congestion control algorithms have

been developed, including the Linked Increases Algorithm (LIA), Opportunistic Linked-Increases Algorithm

(OLIA), Balanced Linked Adaptation (Balia) and Weighted Vegas (wVegas). These algorithms employ arith-

metic models to control the increase of each subflow’s congestion window (cwnd), ensuring a balanced dis-

tribution of congestion levels among them. Well designed congestion control mechanisms aim to achieve

fairness across subflows, ensuring that each subflow receives an equitable share of network resources.

This is vital for preventing congestion collapse and maintaining a quality user experience. Numerous con-

gestion control algorithms have been proposed to guarantee fair and equitable treatment among various

network users [85–87].

2.7.3 Path Manager

The MPTCP path manager plays a crucial role in managing the communication between a device and

multiple networks. The path manager handles the setup and termination of network connections. It initi-

ates connections with available networks, allocates resources, and manages the teardown of connections
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when they are no longer needed. This dynamic path management ensures efficient resource utilization. Its

functionality is essential for optimizing data transmission, improving reliability, and enhancing the overall

quality of service.

While the MPTCP framework allows for a modular architecture, there are two primary path managers:

the full-mesh and the ndiffports path managers. Each serves specific use cases and can be configured to

optimize MPTCP connections. The full-mesh path manager is the default option and is recommended for

most deployments. Its design promotes adaptability and efficiency in establishing MPTCP connections.

On a client, the full-mesh path manager advertises all of the client’s IP addresses to the server. Simulta-

neously, it listens to all IP addresses announced by the server. On a server, the full-mesh path manager

enables the server to automatically discover all available addresses and announce them to the client. One

important note is that if the client has N addresses and the server has M addresses, the full-mesh path

manager will establish N x M subflows. While this configuration is suitable for many scenarios, it might

not be optimal in all situations.

MPTCP regulates subflow utilization via the Path Manager (PM) module, allowing users to configure

distinct operational modes for each MPTCP endpoint [88, 89]. The default full-mesh PM attempts to

establish subflows between all combinations of IP addresses of the client and remote host. Consequently,

subflows are promptly established upon connection initiation and dismantled upon closure of the MPTCP

session. This configuration might fail to address the demands of exceptionally dynamic vehicular network

environments.

One of the primary functions of the MPTCP path manager is to select the most suitable network path

for data transmission. Hence, we believe that further enhancements to the path manager are necessary

to cater to the specific requirements of vehicular communications. It should considers various factors

such as network quality, available bandwidth, latency, and reliability to make an informed decision.

The path manager could evenly be used for distributing data traffic across multiple network paths. By

intelligently balancing the load, the path manager could maximizes the utilization of available resources.

By selecting the best path, it ensures that data is transmitted through the most efficient route, optimizing

the user experience.

In the event of network failures or deteriorating network conditions, the path manager is responsible

for initiating handover procedures. It should detect when a network path becomes unreliable or unusable

and seamlessly switches to an alternative path to maintain continuous data transmission. If a subflow

becomes congested or degrades in quality, the path manager can initiate the creation of new subflows

over alternative paths, effectively load balancing the traffic. The path manager may prioritize certain types

of data packets based on predefined rules or QoS requirements. This ensures that critical data, such as

real-time communication or emergency services, receives preferential treatment over less time-sensitive

traffic. To make informed decisions, the path manager should continuously monitors the performance of

each network path, and assesses metrics like packet loss, jitter, and available bandwidth to monitor the

status of the connections. This real-time monitoring enables the path manager to respond to changing

network conditions. By making intelligent decisions based on network performance, load, and reliability, it
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seeks to provide a seamless and high-quality data transmission experience in dynamic vehicular network

environments.

2.7.4 The upstream and out-of-tree MPTCP implementation

MPTCP has gone through different versions, with MPTCPv0 and MPTCPv1 representing two significant

revisions. MPTCPv0, defined in RFC 6824 [90], was the first experimental protocol version. It introduced

the concept of subflows, that make up the multipath communication, allowed devices to use links simul-

taneously for data transmission. However it was developed ”out-of-tree” with different requirements in

mind. Out-of-tree implementations are not part of the official (mainline) Linux codebase. They are main-

tained separately from the primary development efforts of the Linux kernel. Therfore, the kernel should

be patched to make MPTCPv0 functionality available. Thus, it was not widely adopted in practice due to

limitations in its design and implementation. However, out-of-tree MPTCP implementations also includes

experimental MPTCP futures that are not part of the official Linux kernel source code. Therefore, it is

widely used for research, specific projects, or scenarios where the mainline MPTCP implementation does

not suffice.

The MPTCPv1 protocol is defined in RFC 8684 [91]. It introduced significant improvements over

MPTCPv0, including enhanced congestion control algorithms and better handling of subflows. MPTCPv1

includes a standardized congestion control framework that allows subflows to share network resources

more fairly. It provides better support for path management and handover, making it more suitable

for real-world scenarios. It is designed to be backward compatible with single-path TCP for improved

adoption. MPTCPv1 addresses some of the limitations of MPTCPv0 and is nowadays recommended for

most practical use cases. The Linux community is responsible for the development and upkeep of the

MPTCPv1 stack integrated into the Linux kernel (version 5.6 and later), along with the associated userspace

tools and libraries. The new protocol version encompasses distinct design decisions and fewer alterations

to the original TCP stack compared to its predecessor. It is seamlessly integrated into the upstream kernel,

and recent Linux distributions have already incorporated MPTCP support, obviating the need for system

modifications to install and utilize alternative kernels. To enable an application to use MPTCP, it needs

to create sockets with the 𝐼𝑃𝑃𝑅𝑂𝑇𝑂_𝑀𝑃𝑇𝐶𝑃 protocol. This can be achieved by calling the socket()

system call like this:

socket(AF_INET, SOCK_STREAM, IPPROTO_MPTCP);

A program opts for MPTCP when creating a socket, utilizing a system call similar to what’s used for

TCP. The program subsequently uses the returned file descriptor in conjunction with standard socket-

oriented system calls to handle connections (e.g., connect(), bind(), listen(), accept()) as well as send

and receive functions. The MPTCP socket also support many options that are commonly used with TCP

sockets. Legacy applications can be directed to create and utilize MPTCP sockets instead of traditional

TCP ones by using several workarounds accessible for this purpose. The code below is a modified socket
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creation function that appears to be changing the protocol to accommodate MPTCP. This code intercepts

calls to the socket function and modifies the protocol to force the MPTCP usage instead of TCP, which

enables multipath capabilities on existing legacy services.

int socket(int family, int type, int protocol) {
if ((family == AF_INET || family == AF_INET6) &&

(type & 0xff) == SOCK_STREAM) {
if (protocol == 0 || protocol == IPPROTO_TCP) {

protocol = IPPROTO_TCP + 0x100;
}

}
return syscall(__NR_socket, family, type, protocol);

}

This work relied on the ”upstream” implementation of MPTCPv1. MPTCP has been included to the

upstream Linux kernel v5.6 during the first half of 2020. This community development effort has involved

contributors from Red Hat, Tessares, Apple, and Intel [92]. Upstream implementations are considered

stable and well-supported by the developer community, and often receive regular updates and improve-

ments. It is subject to the project’s release cycles and quality control procedures. However, it’s important

to note that this implementation is not compatible with MPTCPv0. The out-of-tree implementation’s de-

sign, which was originally intended to enhance multipath functionality for every TCP connection, doesn’t

align well with the more generic upstream Linux kernel. This design significantly modify core TCP code

and data structures. In contrast, an upstream design seamlessly integrates with the existing TCP stack,

ensuring there are no performance drawbacks. It’s also designed to be easy to maintain, configure, and

use in a variety of deployment scenarios.

By default, each MPTCP connection functions with a single subflow, similar to plain TCP. Proper

configuration of both the client and server is needed, potentially involving tools like iproute2 to enable the

utilization of multiple application interfaces. An option exists to set a higher threshold for the maximum

allowable number of subflows per connection. Furthermore, there’s the capability to designate MPTCP

endpoints (IP addresses) for announcement or use in additional subflows. The ongoing development work

on the upstream MPTCP implementation is still in progress, incorporating new features [93]. Currently,

the upstream implementation only has one packet scheduler model, which employs a simplified version

of the BLEST algorithm [94].

From a security perspective, MPTCP is well-suited for environments where TCP is already an estab-

lished protocol, providing enhanced resilience and security measures. An MPTCP connection comprises

two or more individual TCP connections, with each TCP connection maintaining the same level of security.

While employing multiple TCP connections increases the potential attack vectors from one to two, it sub-

stantially reduces the likelihood of an attacker gaining access to the entire data exchange. MPTCP’s design
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explicitly prevents attackers from infiltrating an ongoing MPTCP connection. It is advisable to enforce the

use of TLS (Transport Layer Security) with TCP, a recommendation that extends to MPTCP.

However, the MPTCP protocol’s current implementation overlooks user mobility and the dynamic

attributes of wireless links within vehicular networks. Instead, it relies on transport layer information to

approximate channel capacity and latency, which proves inadequate in capturing the fluctuating nature of

vehicular communication. As a result, the current MPTCP protocol may exhibit slow link failure detection,

especially in cases where the communication path is suddenly disrupted during handover events, resulting

in suboptimal communication performance. To address this constraint, our research is dedicated to

formulating mechanisms that tailor MPTCP to the dynamic nature of vehicular networks, thereby ensuring

faster and more precise link failure detection and proficient path selection during mobility. We aim to

deliver a seamless and continuous connectivity experience, enhancing reliability and minimizing service

interruptions, elevating the overall user experience within vehicular communication contexts. Our goal is

to contribute to developing multipath solutions tailored to address the distinct requirements of high-speed

vehicles.

2.8 Introduction to network selection

The advanced computational capabilities of modern vehicle OBUs facilitate the implementation of a dis-

tributed VHO procedure. This empowers each connected vehicle to autonomously select the most suitable

underlying network based on its individual requirements. This decision-making process operates without

coordination between various systems or involvement of the network core in policy decisions [95]. The

VHO mechanism must ensure seamless and reliable connectivity at all times and locations. The network

selection algorithm plays a crucial role in this process, as it needs to consider multiple factors such as

signal strength, application requirements, available bandwidth, vehicle position, and speed. Balancing

these factors and making intelligent decisions regarding network handover can significantly impact the

overall performance and user experience.

Consequently, selecting the most suitable network for multi-RAT terminals presents a complex op-

timization problem. Numerous works have explored the network selection process, leveraging various

techniques like fuzzy logic [96–98], multiple-attribute decision-making [50, 99–104], Markov chain [105],

ML, and game theory [27, 40, 49, 106, 107]. These approaches incorporate inputs from diverse infor-

mation sources, including networks, mobile devices, and user preferences. ML, a prominent subfield of

AI, has emerged as a promising research direction to tackle the network selection problem in vehicular

networks by using a data-driven approach [108, 109]. ML offers a flexible toolkit to leverage non-linear

parameters and support accurate decision-making in a variety of applications. Typically, ML involves two

stages: training and testing. During the training stage, a model is developed using training data, while

during the testing stage, the trained model is used to generate predictions. However, selecting the appro-

priate ML method is crucial to achieve optimal speed, accuracy, and memory utilization, especially in a
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dynamic network environment. For a comprehensive classification of the related AI approaches for traffic

management in MPTCP, please refer to the survey in [108].

Despite significant progress in the convergence of various radio access technologies, research in the

literature has mostly focused on low mobility scenarios in wireless environments [40, 49]. However, there

have been studies to solve access selection challenges in heterogeneous vehicular environments. For ex-

ample, the works proposed in [97] and [98], relies on fuzzy logic to estimate the suitability of each RAT to

support the QoS requirements of the various applications. The experimental results demonstrate that the

combination of fuzzy logic and Multiple-criteria decision-making (MCDM) components is effective in track-

ing changes in the operating conditions of different RATs and implementing an adjustable context-aware

strategy for selecting the optimal underlying network. Two different models were considered in [110] to

model the network selection process. The first model is based on Technique of Order Preference Similarity

to the Ideal Solution (TOPSIS) , whereas the second model is based on the Markov decision process (MDP).

Authors have proposed a framework consists of a complete protocol that includes various modules to be

deployed at the network control plane and at the user equipment. The framework enables the selection

of the most suitable radio access technology for connected vehicles based on various criteria, including

service type, the mobility feature, and traffic dynamics. The simulation models were used to evaluate the

performance of the proposed framework, considering two heterogeneous wireless technologies, namely,

Wi-Fi and cellular networks. The multi-criteria based handover algorithm for V2I communications have

been recently introduced in [111] for use in heterogeneous network environments. An MCDM algorithm

was utilized to determine the optimal network for handover by considering the QoS needs of the ongoing

services, such as guaranteed bandwidth, latency, Packet Loss Ratio (PLR) and the usage cost. The pro-

posed algorithm utilizes the Simple Additive Weighting (SAW) method [112], with the weighting vector of

the decision element determined through the eigenvalue method of Analytical Hierarchy Process (AHP).

Furthermore, a weight vector is developed for each application profile to enable the selection of the most

appropriate network for handover, based on the QoS requirements of the ongoing services. The problem

of seamless handover between Light Fidelity (Li-Fi) and Wi-Fi networks has been addressed in [113], in

which an adaptive cross-layer handover algorithm based on MPTCP was demonstrated. According to this

algorithm, the MPTCP can switch dynamically from default to full-mesh operational mode based on the

mobility level of users, which is determined using FAHP-TOPSIS method. In an indoor wireless network

scenario, a central controller was utilized to constantly monitor the entire network and gather channel sta-

tus information periodically. The simulation results demonstrate that the proposed algorithm can reduce

the handover times and improve throughput and service continuity of users. Authors in [33] investigates

a new MCDM weighting technique to improve VHO decision in V2I network for multimedia services trans-

mission. The proposed approach is based on the combination of two main weighting techniques, the AHP

technique and the Entropy technique, which takes into account the required quality of service metrics as

well as the vehicle velocity. The effectiveness of the proposed VHO method was evaluated for both conver-

sational and streaming services. The results demonstrate that it outperforms commonly used RSS-based

techniques and is well-suited for future V2X applications.
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Nevertheless, existing solutions in the context of vehicle communications rarely consider a multipath

approach. Most research in vehicular heterogeneous networks has concentrated on achieving seamless

handover for data offloading, employing a single RAT for communication at any given instance. Further-

more, existing decision-making techniques do not consider the unique QoS requirements of each ongoing

service, which can result in suboptimal utilization of network resources. For example, in the case of real-

time services like voice and video streaming, which are more susceptible to delay, the decision algorithm

may prioritize networks with lower latency. However, the algorithm may choose an interface with the high-

est available bandwidth for web and data traffic. Some works have suggested defining a service priority

value to reflect the significance of the service to the user [43, 99]. Consequently, lower-priority services

could be directed to use a non-optimal network to achieve consensus among multiple services.
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Emulation Framework

Multihoming is recognized as a crucial feature of forthcoming vehicular networks, creating amulti-technological

environment capable of facilitating high data rates and low-latency communication [79]. To comprehen-

sively assess the performance of emerging multihoming solutions within a controlled environment, deploy-

ing a real test bed is necessary. However, modifying and scaling such test beds can be challenging. As a

result, computer simulation platforms like ns-3 [114] have become crucial tools for the research commu-

nity. These simulation tools offer significant power, featuring a wide number of modules that facilitate the

analysis of intricate network topologies on a large scale [115–120]. However, many of these modules do

not incorporate the intricacies of real-world services, leading to simulation behaviors that are not entirely

realistic. For instance, Multipath TCP (MPTCP) is yet to be integrated into any of the established versions

of ns-3 [121], and the existing third-party MPTCP modules currently available do not fully adhere to the

actual protocol specifications [122–124].

Network emulation offers the opportunity to assess real applications within a controlled and replica-

ble context [125–128]. Common Open Research Emulator (CORE) [129], for instance, is a well-known

lightweight network emulator that employs container virtualization methods to ensure separation among

emulated hosts.Nevertheless, CORE does exhibit several notable deficiencies, including the absence of

streamlined simulation for the link and physical layers, the incapacity to handle intricate scenarios and

genuine mobility patterns, and the limited capability to emulate protocol stacks and applications beyond

those directly supported by the kernel. In this study, we employ the emulation capabilities of ns-3 to

evaluate the performance of MPTCP in heterogeneous vehicular networks. The versatility of ns-3 allows

us to construct an emulation environment that closely replicates real-world behavior without the need for

an actual network setup. Our emulation setup facilitates real-time experiments utilizing various wireless

technologies, including LTE and IEEE 802.11p, which can be simulated using the ns-3 network simulator.

Additionally, we enhance the authenticity of our experiments by incorporating genuine mobility models

provided by the Simulation of Urban MObility (SUMO) [130] traffic simulator.
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3.1 Building blocks of the emulation framework

3.1.0.1 Network simulator

A range of recognized network simulation and emulation tools are accessible to the scientific and research

community, offering distinct features and advantages. Among various simulation tools, NS-3 is notable

for its high adaptability and reasonable accuracy in evaluating network performance. NS-3, or Network

Simulator 3, is an open-source discrete-event network simulation framework. It is designed to model and

simulate computer networks and networking protocols. It is highly modular, allowing users to customize

and extend its functionality. One can create their own network components and protocols, making it a flex-

ible platform for various research and experimentation needs. NS-3 provides realistic models for various

networking components, including wired and wireless communication links, network topologies, routing

protocols, and transport protocols. Furthermore, NS-3 supports a wide range of network technologies,

including Internet Protocol (IP) networks, wireless networks (Wi-Fi, LTE, 5G, etc.), ad hoc networks, ve-

hicular networks, and more. This versatility makes it suitable for studying various networking scenarios.

Moreover, NS-3 has an active and dedicated user community. It also provides extensive documentation,

tutorials, and examples to help users get started with simulation development.

For this investigation, we utilize the real-time scheduling mode of ns-3, which differs from pure simula-

tion mode, as it permits the simulation to engage with actual systems and execute real applications. ns-3

possesses various capabilities that enable it to interface with real entities across multiple levels. Specifi-

cally, our framework uses the file descriptor network device (FdNetDevice) to establish a link between the

ns-3 device and a physical device on the host machine, facilitating the connection between simulated and

actual systems.

3.1.0.2 Node virtualization

Linux offers an extensive range of virtual networking capabilities that can serve as the foundation for

creating a standard emulation setup encompassing virtual nodes, bridges, tap devices, and interfaces.

Linux Containers (LXC), often simply referred to as containers, are a lightweight form of virtualization that

allow to run applications and their dependencies in isolated environments. Containers rely on features

provided by the Linux kernel, such as cgroups (control groups) and namespaces. These features

enable resource isolation and process separation, which are fundamental to containerization.

The virtual node in our test bed can be realized through the LXC, that operates with an isolated

perspective of system resources, a distinct process hierarchy, and segregated networking interfaces. Each

container runs as an isolated process on a shared operating system kernel, ensuring that it cannot interfere

with other containers on the same host. Furthermore, containers are highly efficient because they share

the host OS kernel and use fewer system resources compared to traditional virtual machines (VMs). This

results in faster startup times and lower overhead. Ordinarily, the virtual bridge of the host machine is

used to interconnect real entities, such as LXC, with the nodes located within the ns-3 simulation. This
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bridge can be viewed as a direct wired link between two virtual interfaces, facilitating data forwarding from

the container to the simulated ns-3 node.

3.1.0.3 Traffic simulator

In order to provide realistic vehicle mobility patterns in our test bed, we opted to integrate a well-known and

widely used platform for traffic simulation named SUMO. SUMO is an open-source traffic simulation tool

that is commonly used for modeling and simulating road traffic in urban areas. It allows users to simulate

various aspects of road traffic, including vehicle movements, traffic lights, pedestrian behavior, and public

transportation systems. It is particularly useful for studying traffic flow, congestion, and the impact of

different traffic management strategies. SUMO is open-source software, which means it is freely available

for anyone to download, use, and modify. It includes various traffic models, such as car-following models,

lane-changing models, and public transportation models. These models can be customized to replicate

specific real-world traffic scenarios. Furthermore, SUMO supports the simulation of various traffic control

strategies, including traffic signal timing, priority rules, and right-of-way rules.

Traffic Control Interface (TraCI) is an important component of SUMO that allows users to interact with

and control traffic simulations. It enables users to start, pause, and stop simulations and retrieve data

about simulated objects, such as vehicles’ positions, speed, and direction. Additionally, TraCI allows users

to impose actions on the simulated traffic scenario from external sources, such as assigning new routes

to vehicles.Using TraCI API, SUMO can be integrated with other simulators, making it a valuable tool for

our emulation framework.

3.2 Framework overview

To study multi-connectivity within heterogeneous wireless networks, we start by employing the standard-

ized out-of-tree implementation of MPTCPv0 [90], which has been integrated into the Linux kernel using

an available patch [67]. Consequently, the initial phase involves setting up a Linux system operating with

the MPTCPv0 kernel. Subsequently, we establish two LXC, each equipped with two virtual interfaces, and

segregate them from the remaining operating system components. Depending on the specific demands

of the experiment, LXC can be substituted with network namespaces (netns), a lighter virtualization tech-

nique that solely virtualizes and isolates the network environment. Comprehensive configuration examples

for both scenarios have also been made accessible for public reference.

The virtual interfaces (veth) serve as conduits for transmitting traffic between the LXC containers and

the ns-3 network, and vice versa, facilitated by the FdNetDevice. They establish connections between

each container and the corresponding Node within the simulation. The main reason for employing the

FdNetDevice over TapBridge is that LTE devices are incompatible with direct mapping to Linux Tap devices,

meaning they cannot directly exchange Layer-2 network traffic with external devices. To overcome this

constraint, we employ ghost nodes, as initially proposed in [131], to facilitate the transfer of traffic between
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containers and the simulated LTE network and vice versa, as shown in Figure 8. Ghost nodes in emulation

refer to virtual nodes that are used to replicate or simulate the behavior of real network nodes. These virtual

nodes simulate a physical presence of the real nodes and are essential in network emulation to mimic the

characteristics and functions of actual devices.

Figure 8: A detailed representation of a network topology.

In this setup, ns-3 operates as a sealed system (black box) featuring simulated elements that send

and receive data through virtual links to actual nodes. It is possible since the real-time scheduler aligns

the ns-3 simulation with the real-world clock.

A real-time scheduler is responsible for managing and controlling the timing and execution of events

within a ns-3 simulated environment. It ensures that actions or processes in the simulation occur according

to predefined schedules, deadlines, or timing constraints, mimicking real-world time behavior. ns-3 uses

real-time scheduling to control the timing of packet transmissions, routing decisions, and other network-

related events. The main goal of a real-time scheduler in simulation is to maintain synchronization with

the simulation clock and ensure that events occur at the specified times or according to specific timing

constraints. This is crucial for generating accurate and reliable simulation results, especially when studying

time-sensitive systems or scenarios.

This emulation method introduces an additional hop in the communication route; however, the impact

of this extra hop is negligible and can be disregarded. On the ns-3 side, the User Equipment (UE) node has

two wireless interfaces (LTE and 802.11p) to ensure multipath connectivity across the simulated networks.

One interface is linked to the LTE network via the Evolved Node B (eNodeB), while the other can connect

to a Roadside Unit (RSU) through the 802.11p ad-hoc network. The LENA open-source module [132] for

the ns-3 framework was used for the Long-Term Evolution (LTE) technology simulations. It controls the

connection between the UE and the eNB and contains the radio protocol stack and LTE access mechanism

established by the 3rd Generation Partnership Project (3GPP) standard.

The LENA module was specifically designed as a product-oriented simulation tool, catering to LTE

equipment manufacturers by enabling the testing of management algorithms within real-world scenarios.
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This module is open-source and follows a collaborative development approach within the community. It

comprises two primary components: LTE modeling and EPC modeling. The LTE model encompasses the

radio protocol stack, situated within the radio access network air interface connecting User Equipment

(UEs) and eNodeBs (eNBs). This radio protocol stack includes various layers, such as the Physical (PHY),

Multiple Access Control (MAC), Radio Link Control (RLC), Packet Data Convergence Protocol (PDCP), and

Radio Resource Control (RRC) layers. The EPC model focuses on the interfaces within the core network.

These interfaces facilitate communication between eNodeBs, PGW (Packet Data Network Gateway), SGW

(Serving Gateway), MME (Mobility Management Entity), and other core network entities. The EPC model

ensures end-to-end IP connectivity through the PGW.

Figure 9: Visualization of simulation scenario with SUMO.

At this point, the emulation session can be visualized using the SUMO-GUI on the traffic simulator side

and NetAnim [133] on the NS-3 side, as depicted in Figures 9 and Figure 10. NetAnim, an offline animator

powered by the Qt toolkit, facilitates animation of the simulation by utilizing an XML trace file collected

during the simulation process. Table 1 shows the network configuration parameters that were employed

for initial evaluation. The MPTCP parameters, including the packet scheduler and path manager, have

been set to their default values. Additionally, the majority of network parameters have been left at their

default settings.

To facilitate the management of vehicle mobility, we utilize the open-source ns-3-based framework

called ms-van3t [134]. This framework seamlessly integrates with the SUMO simulator to emulate au-

thentic mobility patterns of vehicles. It employs the TraCI API to concurrently operate both simulators,

ensuring continuous tracking of each vehicle’s position. This synchronization aligns the movements of the

ns-3 nodes with those of the vehicles in SUMO, as depicted in Figure 11. Real-time schedulers can regu-

late the movement of vehicles, traffic signals, and other elements in traffic simulations to mimic real-world
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0 – Main vehicle
1 – Remote Host
2 – RSU 
3 – eNodeB 
4 – PGW
5 – SGW
6 – MME
7-15 – Other Vehicles

Figure 10: NetAnim screenshot of example scenario.

Table 1: Network parameters

WLAN Network Value
Phys. channel model YansWifiChannel
Standard WLAN 802.11p
Channel number 172
Frequency 5860 MHz
Channel Width 10 MHz
TX-Power level 23 dBm
Rx-Sensitivity -101 dBm
Data Mode OfdmRate6MbpsBW10MHz
Cellular Network
Standard LTE
UE Tx Power/Noise Figure 10/9 dBm
eNb Tx Power/Noise Figure 30/5 dBm
Uplink/Downlink freq. 1930/2120 MHz
Acm Model PiroEW2010
Number of resource blocks 100 (20MHz)
Transmission mode SISO
PropagationLossModel Friis
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traffic patterns accurately.
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Figure 11: Overview of the emulation framework.

3.3 First experimental validation

In order to analyze the applicability of the vehicular multi-RAT emulation technique, we executed various

test scenarios and examined their encountered limitations. All experiments were conducted on an AMD

EPYC 7302 machine operating with a VM Linux Mint 20 (64 bits) system, equipped with eight cores and

20 GB of RAM. Once the experiment setup is in place, we can establish connections with both containers

and assess performance using standard tools such as iperf and tcpdump. Additionally, we examined the

scalability of our proposed emulation approach by progressively enhancing the intricacy of the network

topology.

3.3.1 V2N Scenario

The primary objective of this test is to rigorously validate the effectiveness and robustness of the applied

emulation technique, particularly in the context of dynamic scenarios characteristic of vehicular networks.

Our analysis is directed towards assessing the connectivity performance within a Vehicle to Network (V2N)

heterogeneous setting, wherein the vehicle is required to transmit data through multiple networks, each
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possessing distinct and varying characteristics. To evaluate our proposed approach, we selected a one

possible use case: remote monitoring and data collection for vehicles, as depicted in Figure 12. To achieve

this, we’ve established a remote host responsible for gathering real-time information from vehicles. Once

this data reaches the remote server, which is situated within the traffic center’s office, a traffic operator

can conduct real-time analysis. In the event of any issues with the car, such as sensor data anomalies,

potential loss of connection, adverse weather conditions, the vehicle’s passengers could be alerted. It’s

important to highlight that, given our specific application, the primary focus was on minimizing packet

loss and latency. Additionally, for the purposes of our testing deployment, we selected two widely ac-

cessible technologies: ITS-G5 (IEEE 802.11p) and Cellular (LTE) networks, which is tailored for Vehicular

Ad Hoc Networks (VANETs). The selection of these two access technologies from among numerous op-

tions available in ns-3 is based on several compelling reasons. Firstly, they have garnered widespread

acceptance both in academia and industry. Secondly, these standards have reached a mature stage of

development. Thirdly, they have undergone individual deployments and rigorous testing, aligning well with

the specific characteristics of vehicular environments. It’s worth noting that as 5G technology matures

and becomes more widely available, our approach can be seamlessly extended to incorporate it as an

additional available technology.

We used the iperf3 traffic generator tool to establish an MPTCP connection between the vehicle and a

remote server behind an RSU and an LTE network infrastructure. Through this experiment, we aim to com-

prehensively evaluate the emulation’s ability to replicate real-world behavior and emulate the intricacies of

multipath vehicular communication. In this specific scenario, the vehicle is moving at a maximum velocity

of 60 km/h while establishing a multipath connection with a remote host through two distinct network

interfaces, namely 802.11p and 4G. It is assumed that the cellular network is always accessible to the

vehicle, while ad hoc connectivity with RSUs deployed at different locations is only available intermittently

along the road.

remote

RSU

Internet 

4G

802.11p

  MPTCP  

eNB
S/PGW

Internet
S1-U

Figure 12: The V2N multipath scenario under consideration.

When employing MPTCP across multiple networks, the established logical connection between two
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endpoints is fragmented into distinct subflows. When transmitting data, it’s partitioned into packets,

which are distributed across the various subflows via a process known as scheduling. Upon reception, the

receiver reconstructs the original logical connection by collectively processing the packets received from

the different subflows. Figure 13 illustrates the average throughput per interface and the overall attained

throughput throughout the MPTCP session. Furthermore, the figure illustrates the amount of lost data,

which is subsequently re-transmitted by MPTCP upon detecting the connection loss and identifying the

corresponding lost packets for re-injection. Initially, the vehicle is moving within the RSU and the eNodeB

communication range. Subsequently, the vehicle exits the coverage area of the RSU while maintaining

connectivity with the LTE network. Notably, the bandwidth limitation on the ns-3 side replicate the behavior

of the simulated wireless technologies, accurately representing the practical limitations experienced on

each network.
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Figure 13: Throughput achieved by MPTCP in (a) aggregation mode and (b) backup mode
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3.3.2 Aggregation mode

When a vehicle establishes an internet connection through multiple wireless networks, an application can

concurrently utilize these multiple wireless networks to harness the combined bandwidth they offer. This

concurrent utilization of multiple networks for enhanced bandwidth is commonly referred to as ”band-

width aggregation” for simplicity and clarity. The vehicle and remote server collaborate to implement

bandwidth aggregation, enabling the application to access the bandwidth of all available wireless net-

works. To achieve this, they offer a unified and standardized transport-layer MPTCP socket interface to

in-vehicle applications and content servers. This interface ensures that the process of bandwidth aggre-

gation remains transparent to these applications, effectively presenting the multiple wireless networks as

a singular communication pipe or socket connecting the in-vehicle applications and content servers. This

way, developers can make in-vehicle applications and content servers without needing to consider the

underlying complexities of wireless communication heterogeneity. Additionally, legacy applications and

content servers can be seamlessly supported without requiring any modifications.

As anticipated, MPTCP achieves higher throughput when the vehicle is located within coverage of both

networks, enabling a connection to both an LTE base station and an RSU concurrently (Figure 13(a)). As

the vehicle moves beyond the range of the RSU, the 802.11p link is disconnected. However, the MPTCP

session persists, albeit with a diminished throughput. As the reliability of the 802.11p link diminishes, re-

sulting in packet loss, the MPTCP packet scheduler stops using the unreliable interface, and as the vehicle

advances beyond the coverage range of the RSU, the total throughput undergoes a reduction. The cellular

network ensures the continuity of the MPTCP session and data transmission, thereby guaranteeing unin-

terrupted connectivity and facilitating a seamless Vertical Handover (VHO) process for a moving vehicle.

The transition during the VHO is not instantaneous, given that MPTCP requires a certain period to detect

the degradation of the link and adjust the connection accordingly. MPTCP relies on Retransmission Time-

out (RTO) events to identify path loss; therefore, the RTO timer constitutes the primary factor influencing

packet re-injection. The default MPTCP packet scheduler adeptly allocates the application data stream

between two subflows, effectively utilizing both the cellular and ad-hoc networks to achieve optimal data

rates. Subsequently, when the vehicle moves beyond the RSU’s coverage zone, the application remains

unaware of the disconnection of the 802.11p link, thereby ensuring continuous operation. Capacity ag-

gregation is, however, poses significant challenges [135], particularly when dealing with heterogeneous

paths characterized by variations in delay and loss, as will be demonstrated in the upcoming chapter.

3.3.3 Backup mode

Upon establishing a new connection, MPTCP has the capability to configure backup paths, only becoming

operational in the event of a primary subflow failure. To further investigate this, our subsequent experiment

was designed to configure the endpoints to define the primary route through the IEEE 802.11p interface,

resorting to the cellular network solely when the primary link becomes unable. Therefore, without band-

width aggregation, an application on a vehicle can utilize only one of the available wireless networks at
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the same time. As depicted in Figure 13(b), the MPTCP activates the backup path, triggered by the failure

of the primary subflow, when the vehicle moving out of the RSU coverage area. As the vehicle loose

connection with the RSU, MPTCP have to retransmit packets in flight to achieve a reliable and in-order

transmission of data. In such instances, connection loss is identified indirectly through timeout occur-

rences and absence of acknowledgments. MPTCP re-inject packets once the RTO for a subflow elapses.

Packets sent on that subflow, that are not acknowledged, are re-injected on the backup subflow. Detecting

the problem, the protocol smoothly shifts the data flow to the predefined backup subflow. The duration

between the connection loss and MPTCP’s detection typically spans several Round-trip time s (RTTs).

The Linux implementation of Multipath TCP exclusively triggers data re-injection to alternate subflows

after an RTO event transpires on the present subflow. Similar to TCP re-transmissions, data re-injections

are a sender’s corrective response to tackle performance or functional problems. However, this reactive

approach might lead to untimely resolutions and abrupt transmission interruptions. A more agile strategy

could involve data re-injection upon detecting a sudden rise in RTT and loss rate on a specific subflow.

It’s noteworthy that data re-injections are only applicable to connections with a minimum of two subflows,

and the same data can be sent over several subflows.

3.4 Framework Limitations

It’s important to highlight that the maximum throughput attainable using FdNetDevice for a single TCP

connection hovers around 100 Mbps. As suggested by the ns-3 documentation, this constraint is likely

attributable to the processing capabilities of the hardware employed in experiments. While the additional

hop introduced from LXC to ns-3 marginally contributes to transmission delay, its impact is negligible.

Furthermore, our testing framework faces limitations in replicating the accurate behavior of real networks

during extensive experiments due to the constrained processing capacity of hardware resources. When

ns-3 is operated in emulation mode, real-time event scheduling is used to synchronize the simulation clock

with the hardware clock. However, within vast network topology, there can be instances where numerous

events appear in rapid succession, leading to a delay in executing enqueued events.

This temporal deviation, named jitter, manifests as the variance between the expected event process-

ing time and actual execution time. Simulation jitter refers to the variation in the timing or delay of events

in a simulated environment. In simulations, especially real-time simulations, the timing of events is ex-

pected to be as precise and consistent as possible to accurately represent the behavior of a real-world

system. The jitter occurs when there are unexpected or irregular variations in the timing of events within

the simulation. For example, if data packets are expected to be transmitted at regular intervals but there

are occasional delays or variations in the timing of packet transmission, that would be considered jitter.

Thus, jitter can affect the accuracy of simulation results, particularly in scenarios where precise timing is

crucial, such as in real-time systems or simulations of communication networks.

Using Figure 14, our objective is to examine how the simulation jitter is influenced when we increase
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the number of communication devices in the simulation. The ns-3 real-time scheduler offers a configura-

tion option called Hard Limit mode. Once enabled, the experiment halts abruptly if the jitter surpasses a

predefined threshold (default 100 ms). The emulation results shows a noteworthy correlation between the

level of jitter and the number of network devices integrated into the simulation. The experimental setup

with several additional LTE devices connected to a shared base station, all participating in downloading

a 512 Kbps UDP traffic stream from a remote host. The quantity of LTE devices integrated within the

simulation exerted a substantial impact on the real-time operational efficiency of ns-3, as illustrated in

Figure 14(a). Another experiment confirms this result, as comprised of vehicles, each equipped with an

802.11p device running the Cooperative Awareness service, significantly hampering ns-3’s proficiency in

managing real-time tasks, as shown in Figure 14(b).

Mitigating jitter may require a combination of different strategies, such as optimize code, high-resolution

timers, synchronization and parallel processing, depending on the nature of simulation and its specific

requirements. Also, ensure that the hardware and system resources on which running the simulation are

not heavily loaded. Resource contention can lead to timing irregularities. It’s essential to carefully analyze

your simulation’s behavior and performance to identify and address sources of jitter effectively. Hence,

it is essential to consistently monitor the jitter across all emulation scenarios to guarantee a respectable

degree of precision in the generated outcomes. Enhancing the system’s scalability can be achieved by

augmenting the computational resources (CPU, RAM) or, alternatively, implementing the time dilation

technique [136], necessitating certain modifications to the Linux kernel.
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(a) LTE equipped vehicles

(b) IEEE802.11p equipped vehicles

Figure 14: The dependence of jitter on the number of network devices in simulation
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Chapter 4

Design of cross-layer path manager

Within vehicular environments, Multipath TCP (MPTCP) holds promising potential for providing a seamless

roaming solution and enhanced throughput, as it empowers the system to maintain a stable connection

by intelligently switching between available network interfaces. Unfortunately, the existing protocol imple-

mentation overlooks user mobility and the volatile attributes of wireless links [137]. Instead, MPTCP relies

on transport layer information to estimate channel capacity and latency, which inadequately captures the

dynamic characteristics of vehicular networks. This lack leads to slow detection of link failures, particularly

in cases of abrupt path disconnections, thereby causing suboptimal communication performance during

handover events.

This chapter delves into the suitability of MPTCP in supporting resilient and efficient Vehicle to Net-

work (V2N) communication across heterogeneous networks. Initially, we pinpoint and discuss several

challenges prevalent in heterogeneous vehicular networks, encompassing issues such as Head-of-line

(HoL) blocking and service disruptions during handover events. Subsequently, we propose a cross-layer

path management scheme for MPTCP that harnesses real-time network information to enhance the reli-

ability and efficiency of multipath vehicular communication. Our emphasis lies in adopting a cross-layer

scheme, where interactions between upper and lower protocol stack layers are leveraged to enhance the

accuracy of path selection.

In our approach, we assume that the vehicle doesn’t wait to be disconnected from one network before

attempting to connect to another. This is facilitated by the use of multiple network devices on each vehicle,

allowing for seamless switching between networks. For architectural purposes, we leverage a distributed

handover scheme, which plays a vital role in the effectiveness of our approach. In practice, our objective

is for the logical MPTCP interface to primarily handle data transmission and reception, while the multiple

physical interfaces serve as the means for radio access. The signaling and control plane components

related to path management are implemented at the application layer. Specifically, the signaling aspect of

the handover process, which we aimed to anticipate, is accomplished through the use of the distributed

path management approach.

Through our emulation results, we demonstrate that the proposed scheme attains seamless mobility
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across heterogeneous networks and notably reduces handover latency, packet loss, and out-of-order packet

delivery. These enhancements directly result in an improved quality of experience Quality of Experience

(QoS) for vehicular users, achieved by reducing delays at the application layer.

4.1 Problems analysis

MPTCP offers the potential for seamless mobility during handovers in vehicular communications, achieved

by transparently aggregating multiple wireless connections for applications. For example, a vehicle’s On-

Board Unit (OBU) equipped with two network interfaces could simultaneously utilize them to transmit data

while moving on the road. This capability ensures the maintenance of Peer-to-Peer (P2P) connections

even in the face of link failures, such as when the vehicle moves out of the coverage range of a network

infrastructure node. While MPTCP shows promise in enhancing Vehicle to Everything (V2X) connections,

challenges persist concerning service continuity during handoff scenarios. Given the highly dynamic na-

ture of vehicular networks, the protocol must thoroughly assess link characteristics to prevent deteriorated

communication performance.

4.1.1 Smooth handover

The process of transferring a connection from one access network to another is referred to as a Vertical

Handover (VHO). Among the primary challenges in VHO management is the seamless and continuous

connectivity for mobile users as their connections transition across heterogeneous networks [138]. Given

the prevalent on-demand data streaming through the Internet, the imperative for uninterrupted connectivity

across heterogeneous interfaces is heightened. Typically, the decision to execute VHO hinges on Physi-

cal Layer (PHY) indicators such as Receiving Signal Strength Indication (RSSI) and packet transmission

timeouts. However, suppose a vehicular user is engaged in an activity that involves streaming data, like

watching a video and transitioning from one network to another. In that case, the established connection

may ultimately cease to be viable, ending the streaming process abruptly.

MPTCP can provide smooth handovers by shielding the transport layer from network address dynam-

ics. However, distinct network properties such as bandwidth, delay, jitter, and loss rate characterize each

path. For reliable transport protocols like Transmission Control Protocol (TCP), the congestion control,

loss detection, and recovery mechanisms are often unaware of these variations, potentially leading to

inadequate responses to abrupt changes in the network layer when transitioning between different paths.

While MPTCP can dynamically transition between diverse wireless technologies, the protocol’s detection

of connection loss tends to occur after the actual disconnection, potentially necessitating the application

to reinitiate the connection. Hence, there arises a need for an approach capable of predicting connection

loss preemptively, enabling seamless VHO across heterogeneous networks. This anticipatory strategy be-

comes crucial in ensuring uninterrupted, high-quality user experiences, especially in dynamic vehicular

environments where network conditions fluctuate frequently.
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MPTCP assesses channel capacity and latency to arrange packet transmission. Nevertheless, in

scenarios characterized by fluctuating channels, MPTCP struggles to efficiently exploit the entirety of the

accessible capacity. Achieving seamless VHO is particularly intricate within vehicular networks, mainly due

to the highly dynamic nature of the communication environment [66]. The MPTCP has not been designed

to operate in unstable wireless links and high mobility contexts. Consequently, the protocol performance

might not be optimal in vehicular networks, resulting in interruptions in data delivery to the applications.

The method for detecting path failures requires time to determine the state of path deterioration, which

can lead to significant data transfer issues during VHO events.

4.1.2 Non-optimal scheduler strategies

In multipath communication, packet scheduling is essential in distributing data packets across various

paths, aiming to enhance transmission efficiency. Different scheduling algorithms have been proposed

in the literature to cater to diverse objectives [139–142]. The choice of scheduler substantially impacts

the performance of MPTCP, particularly in scenarios characterized by connectivity challenges. Whenever

an MPTCP sender is about to transmit data, it has to address three key decisions. Firstly, it must identify

which subflow(s) are viable for data transmission. This determination is managed by the MPTCP’s con-

gestion control mechanism, which tracks a congestion window (cwnd) for each subflow. Subflows with an

available cwnd are candidates for data transmission. Secondly, if multiple subflows boast available cwnd,

a scheduler is tasked with selecting the subflow through which data will be sent. Finally, upon selecting a

subflow, the scheduler must ascertain the amount of data to be dispatched through it. This third decision

centers around the granularity of data allocation.

To comprehensively evaluate the performance of MPTCP schedulers in a vehicular scenario, a series

of experiments were conducted within our emulation framework, which incorporates two disjoint paths

between the vehicle and a remote host in the topology. The default scheduler utilized in the Linux MPTCP

implementation determines that the ’fastest’ subflow, characterized by the largest bandwidth or lowest

packet delivery delay, is selected to transmit data at any given moment. The default MinRTT scheduler

[79] uses a subflow until its congestion window is fully utilized, after which the subsequent subflow with

the minimum Round-trip time (RTT) is employed. The performance of MPTCP is sensitive to variations in

delay among its subflows. As illustrated in Figure 15, the effects of the scheduler become apparent when

disparities in delay among paths are present. The red dots represent data segments distributed across LTE

and 802.11p interfaces. As expected, the scheduling of traffic on the subflows is unequal when the sub-

flows experience dissimilar network characteristics, i.e., delay and bandwidth. The outcomes reveal that

differences in delay lead to scheduling algorithms exhibiting more pronounced time-varying idle intervals.

Ensuring load balancing among subflows emerges as an important criterion requiring careful considera-

tion. In path heterogeneity, we observe that the default MPTCP scheduler struggles to optimize certain

paths’ utilization. These findings emphasize that the viability of multipath communication hinges upon

adequate bandwidth capacity across accessible links and minimal disparities in RTT among pathways.
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Figure 15: An example of an MPTCP scheduler managing 100 segments across heterogeneous links.
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Figure 16: Throughput achieved using asymmetrical paths.

Our experiments show that heterogeneous paths can trigger undesirable application behaviors, such

as diminished video streaming quality compared to what could be achieved with the available aggregate

bandwidth. Several publications have pointed out that in heterogeneous networks, the throughput of

MPTCP using multiple paths can even be worse than that of one TCP connection using only the best path

[62, 143]. Figure 16 reveals that the path with higher delay experiences notably diminished effectiveness

in terms of utilization. This raises questions regarding the necessity of including such a path within the

communication session prior to its actual necessity, particularly when a handover becomes indispensable.

Additionally, we note that the performance enhancements delivered by MPTCP are more pronounced

with larger data volumes. However, it’s noteworthy that shorter data flows may experience performance

degradation when managed through MPTCP. A key contributing factor to these observations lies in the

asymmetry among the subflows within an MPTCP connection, which can lead to varying performance

outcomes. In light of our findings, it becomes evident that the default scheduler not only deviates from

the objectives of the congestion control mechanism but also exhibits inefficiencies in utilizing network
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resources. These insights accentuate the importance of carefully balancing subflows and optimizing path

utilization to align with the specific demands of vehicular communication scenarios.

4.1.3 Slow path-loss detection time

Transport layer protocols often encounter challenges when dealing with fluctuating path conditions. Sim-

ilarly, Multipath TCP uses a similar approach to managing changes in network status as the actual im-

plementation of TCP. It utilizes the standard TCP error recovery mechanism and congestion control to

address sudden changes in path availability. MPTCP’s reinjection strategy hinges on the Retransmission

Timeout (RTO) of TCP, which prompts retransmissions when previously transmitted data is not acknowl-

edged. This timer is set with caution, as it aligns with a substantial reduction in transmission rate due to

congestion control. Consequently, TCP employs quicker retransmission methods, like duplicate acknowl-

edgments and fast retransmit [144]. Therefore, the RTO serves as a final option to initiate retransmissions,

warranting a conservative selection in TCP, which, in turn, impacts reinjection efficiency in MPTCP.

Moreover, due to the close relationship between MPTCP and TCP, TCP’s time-dependent loss recovery

mechanisms can also present challenges for networks characterized by high delays and losses. TCP’s

fast recovery (FR) and RTO mechanisms are directly linked to RTT, which means that the required RTT

for recovery remains constant regardless of network capacity growth. While the scheduler is often used

to enhance scenarios involving network heterogeneity in MPTCP, little progress can be made with legacy

TCP loss recovery mechanisms when subflows not only have varying delays but also different loss char-

acteristics. In this context, a subflow could fail after a single RTO, prompting the packet scheduler to

cease using that subflow for data transmission. In vehicular scenarios, MPTCP’s handover mechanism

is typically reactive, resulting in temporary connection losses due to the varying conditions of wireless

networks. Consequently, the QoS suffers as vehicles traverse multiple networks quickly.

4.1.4 HoL blocking

The multipath scenario introduces additional challenges: since packets must be delivered to the applica-

tion in a sequential order, a loss or delayed delivery of a packet on one subflow can impact the entire

multipath transmission. Any subsequent packets from other subflows must be buffered until the missing

packet is received, leading to potential disruptions in the overall transmission. Multipath protocols often

confront a HoL blocking issue within heterogeneous networks, where significant differences exist in the

available bandwidths and latencies of the used paths. The multipath communication can lead to the

receiver experiencing the disorderly arrival of packets, as data received through a faster subflow might

need to wait for packets from a slower subflow to ensure in-order delivery. If the receiver buffer lacks

the capacity, there is a risk that previously received packets might be discarded, resulting in a complete

interruption of data transfer.
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Considering the varying characteristics of different paths, including differences in path delay, band-

width, and loss probability, packets sent over distinct paths may encounter disparate end-to-end delays.

Consequently, a packet bearing a higher sequence number could potentially reach the receiver before a

packet with a lower sequence number. A prevalent issue with Multipath TCP in vehicular networks is the

significant discrepancy in RTT across various subflows. This variation in RTT is the root cause of HoL

blocking, where data experiences a stall while still in transit through the slower path. This results in a

significant data burst when the said content is eventually acknowledged at the connection level. Further-

more, receiver buffers have a finite capacity, which means that the advertised window size on all other

subflows could decrease to zero while awaiting a single retransmission on the congested subflow. The

high transmission error rate in wireless networks is another contributing factor to out-of-order (OFO) packet

delivery. When a packet with a lower sequence number is lost and doesn’t reach the receiver in a timely

manner, the receiver might need to buffer a significant quantity of out-of-order packets as it awaits the

arrival of the missing packet.

Therefore, network access based on MPTCP continues to encounter challenges due to the inherent

instability of wireless connections caused by vehicular mobility. Specifically, delays or packet loss on

one path, can disrupt the sequence of packets transferred over other paths, leading to an out-of-order

arrangement in the receiver buffer. Once the receiver buffer becomes saturated, data transfers across all

paths, including those with reliable connections, can be halted. It indicates that path heterogeneity and

packet losses largely impair the performance of MPTCP. This HoL-Blocking problem can be addressed

through an adaptive Path Manager (PM) approach or an intelligent packet scheduler algorithm. Current

solutions focus on employing asynchronous packet scheduling at the sender to mitigate the discrepancy in

delays on different paths, ensuring in-order packet arrival at the receiver. This approach, denoted as out-

of-order scheduling, effectively addresses moderate path heterogeneity regarding delays. It try to estimate

whether a path will cause HoL-Blocking and dynamically adapt scheduling to prevent blocking. However,

it needs to improve in handling scenarios involving packet losses and substantial delays during handoffs.

Notably, the ofo scheduling method may accumulate lost packets and eventually lead to HoL blocking,

which cannot be prevented solely by ofo scheduling [59]. The following section demonstrates the HoL

blocking under handoff events within a vehicular scenario.

4.1.5 Path under-utilization

As a vehicle moves beyond the coverage area of an Infrastructure node, the associated subflow becomes

nonfunctional due to a weak signal, even though the corresponding interface retains a valid IP address.

When a packet is lost and there are not enough duplicate acknowledgments (dupACKs) available, the

MPTCP sender must resort to the Retransmission Timeout (RTO) mechanism to retransmit all unacknowl-

edged packets. In this scenario, it requires the time of the initial RTO plus half of the RTT (RTT/2) to

successfully retransmit all packets. MPTCP remains unaware of the path’s unavailability and initiates a
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retransmission of lost packets. The RTO duration escalates exponentially when the expected acknowl-

edgment fails to arrive. This sequence of events is depicted in Figure 17, where the second subflow

encountered an interruption and recovery within a single MPTCP session. After the path’s recovery, the

sender must await the successful retransmission to confirm path availability. Thus, MPTCP cannot utilize

the recovered path despite the subflow being active. This unnecessary delay results in the vehicle losing a

substantial portion of its available connection time, which leads to under-utilization of the recovered path

for long-lived flows. Our analysis highlights that MPTCP, in its default configuration, fails to effectively

utilize all available paths within vehicular networks featuring loss-prone wireless links. Moreover, conven-

tional RTT-based scheduling policies prove inadequate in mitigating this problem within mobile scenarios.

The absence of information from lower network layers regarding their status led to suboptimal utilization

of available resources.

X X X
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Delay 
subflow 0

subflow 1

eNB + RSU
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RTO
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Figure 17: Under-utilization of recovered subflow.

4.2 The cross-layer approach

Numerous studies are currently being conducted to address mobility-related issues in vehicular multi-RAT

environments [145–147]. These investigations underscore the importance of integrating cross-layer as-

sistance into the MPTCP solution, leveraging MAC-layer information to estimate path quality [148, 149].

Cross-layer attributes could enhance path selection, as they exhibit a significant correlation with MPTCP’s

performance. However, only a few of these works have provided the design and implementation de-

tails of such a mechanism. A potential solution to enhance connectivity in heterogeneous vehicular net-

works might involve a proactive VHO mechanism. This mechanism could anticipate connection loss and

smoothly transition between access technologies. However, it’s important to note that the PM module,

responsible for managing subflow utilization, resides entirely within the kernel. Moreover, the standard

socket Application Programming Interface (API) provided by MPTCP doesn’t offer the ability to control sub-

flow utilization dynamically. In [150, 151], the authors suggest a separation of the MPTCP data plane from
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the control plane by relocating all PM functions to the userspace. They employed the netlink inter-process

communication mechanism to engage with the MPTCP kernel to retrieve information about MPTCP events

and manage established connections. An adaptable API was introduced, which provides access to events

and state information from the kernel, enabling the PM to respond appropriately when specific events are

triggered.

The MPTCP daemon (mptcpd) was recently introduced to allow the development of customized PM

strategies in userspace [92]. It leverages the netlink mechanism to interact with the Linux kernel and

control subflow usage from the application layer through the set of instructions. The upstream implemen-

tation of MPTCPv1 provides a netlink interface for PM-related operation, automatic endpoint configuration,

and tracking per-connection information. As shown in Figure 18, the MPTCP daemon handles connec-

tions through the generic API exposed by the Linux kernel. This daemon adopts a modular architecture

designed to seamlessly integrate new PM strategies in the form of extensions, or plugins. A plugin is

responsible for managing subflows using the available commands. Concurrently, the interaction between

kernel and userspace is overseen by the mptcpd, which also forwards in-kernel events to the respective

plugin.

MPTCP

Generic API

Linux Kernel

mptcp daemon 

PM NM API

Path manager plugin 

Events cmd

Userspace

Figure 18: The userspace path manager.

A plugin will obtain notifications for events it registered to and should handle them accordingly. Cor-

responding callback functions are triggered by reacting to various kernel events that can occur during

an MPTCP connection. The PM module is responsible for delivering all PM-related events. Typical PM

events include connections established or closed, subflow created, addresses advertised, etc. Table 2

lists available PM events currently supported by the generic API. The ’new connection’ event occurs when

an MPTCP connection is initiated but not completed. Following the successful three-way handshake pro-

cedure, the ”connection established” event is triggered, carrying information essential for connection

identification, such as unique tokens and local and remote addresses. Likewise, the ”new subflow” and

”subflow closed” events occur upon the establishment or termination of a new subflow, respectively.
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Table 2: Path Manager Events

new_connection A new MPTCP connection has been created
connection_established New MPTCP connection has been established
connection_closed MPTCP connection as a whole was closed
new_address New address has been advertised by a peer
address_removed Address is no longer advertised by a peer
new_subflow A peer has joined the MPTCP connection
subflow_closed A single MPTCP subflow was closed
subflow_priority MPTCP subflow priority changed

Table 3: Network Monitor Events

new_interface A new network interface is available
update_interface Network interface flags were updated
delete_interface A network interface was removed
new_local_address A new local network address is available
delete_local_address A local network address was removed

Table 4: Path Management Commands

add_addr Advertise new network address to peers
remove_addr Stop advertising network address to peers
add_subflow Create a new subflow
set_backup Set priority of a subflow
remove_subflow Remove a subflow
get_addr Get network address
dump_addrs Get list of MPTCP addresses
flush_addrs Flush MPTCP addresses
set_limits Set MPTCP resource limits
get_limits Get MPTCP resource limits
set_flags Set MPTCP flags for a local IP address

Lastly, altering a backup priority flag triggers the ”subflow priority” event. For instance, the ”new ad-

dress” event provides the IP addresses and ID of the endpoint announced by the remote host. Our PM

algorithm uses this type of event to store the remote host’s addresses and create new subflows only when

the vehicle is within the coverage area of the serving network. This approach offers more flexibility than

the existing in-kernel PM, which attempts to establish additional subflows immediately after connection

establishment.

Furthermore, the Network Monitor (NM) module assumes responsibility for relaying all network inter-

faces events. These events encompass scenarios like the availability of a new network interface, updates

to interface information, as well as the availability or removal of network addresses. A comprehensive

list of such events is provided in Table 3. Similarly, the kernel side can receive commands from the

userspace to execute PM tasks. The general API encompasses various command types that have the

potential to alter the state of the MPTCP connection. As shown in Table 4, the control level provided is
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generally sufficient for most vehicular scenarios. For instance, it’s feasible to instruct MPTCP to generate

a new subflow using the ”add subflow” command based on unique connection tokens, local and remote

IP addresses, and endpoint IDs, all of which must be predetermined. Similar commands facilitate subflow

removal or changes in subflow priority. Appendix A provides a visual representation of the primary building

blocks, their relationships within the userspace path management service, and additional supplementary

information, such as a list of commands, events, data flows, data structures, and related functionality.

4.3 Path management algorithm

Detection of link loss at the transport layer may encounter delays, resulting in a suboptimal user expe-

rience. The envisioned cross-layer PM strategy seeks to preemptively anticipate connection problems

by observing MAC-layer information across all accessible interfaces and estimating path quality using

Receiving Signal Strength (RSS) measurements. The fundamental concept is identifying an impending

connection loss before it happens, preventing data losses. Implemented as a mptcpd plugin, our PM

strategy adjusts subflow utilization based on the perceived link quality, and a signal strength threshold

determines the decision for handover. This approach aims to enhance MPTCP’s responsiveness by proac-

tively controlling link failures, facilitating seamless VHO, and optimizing resource utilization and system

resilience.

Based on captured RSS information, our PM can disable subflows linked to weak signal quality and

subsequently reactivate them once the signal strength surpasses a predetermined threshold. The involve-

ment of cross-layer assistance becomes indispensable, as real-time network metrics like packet losses

and RTT alone may not consistently forecast an imminent handover in highly dynamic vehicular networks.

At the same time, the RSS metric can reflect overall channel performance and its widespread adoption

as an indicator of wireless environment quality. Naturally, signal strength diminishes as a vehicle moves

from the coverage range of an infrastructure node, and a handover is triggered upon crossing the defined

threshold. A vehicular user may incur multiple VHO within a single MPTCP session, frequently transi-

tioning between heterogeneous wireless networks along its route. The proposed PM algorithm allows for

dynamic creation, removal, or modification of subflow priority, providing control over handover execution

in high-mobility scenarios. Unlike the default MPTCP scheme, our PM does not create any additional

subflows immediately after the creation of the connection. Instead, the new subflow is created only if the

path exhibits good signal quality. We consider only one subflow over each active interface towards the

remote host. The provided pseudocode in Algorithm 1 outlines this path management process.

For example, as the vehicle moves away from the Roadside Unit (RSU), a drop in RSS is observed,

and once a particular threshold is reached, our PM initiates the transition of the subflow into a backup
mode. Once a subflow has been set to backup mode, the MPTCP packet scheduler will only use it if the

other subflow fails. Likewise, when the vehicle re-enters the RSU’s coverage area, the PM will restore

the subflow by removing its backup status, enabling the packet scheduler to resume using it for data
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Algorithm 1: The path manager algorithm with cross-layer assistance

for each interface as 𝐼 do
if 𝐼 is available then

𝛼 ← smoothing factor (0 ≤ 𝛼 ≤ 1)
𝑅𝑆𝑆𝐼 (𝑡) = (1 − 𝛼) ∗ 𝑅𝑆𝑆𝐼 (𝑡 − 1) + 𝛼 ∗ 𝑅𝑆𝑆𝐼

end
end
for each subflow as S do

𝐼𝑠 ← interface of 𝑆
𝑇𝑖 ← threshold for 𝐼𝑠
if 𝐼𝑠 is not available then

remove S and continue
end
if 𝑅𝑆𝑆𝐼 (𝑡) ≤ 𝑇𝑖 then

if 𝑆 is active and 𝑆 is not backup then
set 𝑆 as backup

else
if 𝑆 is not active then

remove 𝑆
end

end
end
if 𝑅𝑆𝑆𝐼 (𝑡) > 𝑇𝑖 then

if 𝑆 is not active then
establish subflow 𝑆
set 𝑆 as active

else
if 𝑆 is backup then

set 𝑆 as non-backup
end

end
end

end

transmission. In both scenarios, the protocol will send the MP PRIO message to inform the remote

host about the subflow status change. Given the high variance of vehicular networks, the RSS value can

undergo significant fluctuations, potentially triggering frequent shifts in subflow operational modes. We

implement a simple low-pass filter mechanism to mitigate the undesirable ping pong effect that could

arise when the subflow toggles between modes too frequently. This mechanism aims to moderate the

probability of abrupt handovers that may not be necessary. The responsiveness of this filter is determined

by the smoothing factor a, which indicates the sensitivity of the filter to changes in the input signal. A

higher smooth factor means that the PM will respond more slowly to changes in the RSS, resulting in a

smoother output. However, an excessively high value of a smooth factor can cause the filter to become too

sluggish, delaying the output response. The choice of the smooth factor depends on the specific vehicular
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application and the desired balance between unnecessary handovers and maintaining a fast response

time. The MAC-layer information and related attributes are expected to be retrieved from a vehicle’s OBU.
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Chapter 5

Performance evaluation

In our experiments, we intend that a vehicle can access a remote host via two heterogeneous wireless

technologies (i.e., 802.11p and LTE), as shown in Figure 12. The experimental platform’s configuration

aligns with the frameworks outlined in the Chapter 3, ensuring the generation of reliable results. The

cellular network is considered to be always accessible by the vehicle, whereas a vehicle has casual ad

hoc connectivity with Roadside Units (RSUs) that are placed at fixed locations along the road. The cellular

4G and ad hoc IEEE 802.11p wireless technologies are simulated by the ns-3 network simulator, whereas

the SUMO traffic simulator provides realistic vehicle mobility. All experiments were performed in real-time

with upstream Linux kernel v.15.7. The latest version of iptools2 was used to configure a single subflow
per interface for each MPTCP connection, while the iperf3 was used to generate traffic between the

vehicle and the remote host.

The proposed PM scheme continuously monitors the IEEE 802.11p interface status with the Receiving

Signal Strength (RSS) value recorded for each received packet originating from the RSU. Subsequently,

the PM makes informed decisions regarding suspending or releasing a subflow. Both vehicles and RSUs

execute a fundamental road safety service as defined by the European Telecommunications Standards

Institute (ETSI). In this service, Cooperative Awareness Message (CAM) are periodically broadcasted by

vehicles and RSUs to nearby vehicles. These CAM messages facilitate the exchange of information about

their positions and statuses within a single hop distance. The PM relies on receiving CAM messages

from RSUs to collect RSS samples. The threshold for the IEEE 802.11p interface is established at -82

dBm. This threshold represents a critical point at which the reliability of data transmission and reception

approaches a critical level, indicating the potential unreliability of the link.

5.1 Interrupted subflow

In Multipath TCP (MPTCP), a subflow refers to an individual TCP connection between two endpoints (typ-

ically a client and a server) within an MPTCP session. MPTCP extends the capabilities of traditional TCP

by enabling the simultaneous use of multiple network paths or interfaces for a single connection. Each of
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these simultaneous connections over different paths is known as a subflow.

In MPTCP, a single high-level connection is established between the client and server. This high-level

connection coordinates multiple subflows. Subflows provide robustness in case one path experiences

congestion or packet loss. MPTCP can shift the traffic to other subflows, which may lead to better load

balancing and improved user experience. MPTCP divides data into packets and spreads them across the

active subflows. This enables parallel data transmission, improving the overall throughput and reducing

latency. If a subflow experiences packet loss or out-of-order delivery, MPTCP can efficiently recover by

using the techniques like reinjection and selective recovery, without the need to retransmit the entire data

stream.

Each subflow behaves like a regular TCP connection, adhering to the TCP congestion control algo-

rithms. They have their own sequence numbers, window sizes, and acknowledgments. In a TCP connec-

tion, data is transmitted in segments. When data is sent, the sender expects to receive acknowledgments

from the receiver to confirm that the data was received correctly. These acknowledgments, often referred

to as ACKs, indicate that a segment has been successfully received. The Data ACK have the similar

functionality to the standard TCP cumulative ACK, signifying the amount of data that has been received

without any gaps or missing portions. If the sender doesn’t receive an acknowledgment for a particular

segment within a certain timeframe, known as the retransmission timeout (RTO), it assumes that the

segment was lost in transit. To ensure reliable data delivery, the sender retransmits the lost segment.

This is a fundamental mechanism in TCP to recover from packet loss.

Now, when the vehicle moves out of the coverage area of RSU, the corresponding subflow is abruptly

interrupted, there might be unacknowledged data that was in transit. This means data sent by the sender

but not yet acknowledged by the receiver. If the connection is terminated without allowing the sender

to retransmit unacknowledged data, this data is considered to be lost. The amount of data lost in this

scenario depends on how much data was in transit when the connection was interrupted. It could range

from a small amount (e.g., a few bytes) to a larger amount (several kilobytes or more). In typical scenarios,

it’s desirable to gracefully terminate a TCP connection to ensure that all data is correctly delivered and

acknowledged. Abrupt terminations, such as in our vehicular scenario, can result in data loss, as show in

Figure 19(a).

The amount of data lost in a TCP connection when it’s interrupted abruptly depends on several factors,

including the network conditions, the state of the connection, and when the interruption occurs. In a typical

TCP connection, when data is sent, it’s acknowledged by the receiving end. The sender will retransmit

any data that wasn’t acknowledged within a certain timeout period (based on the TCP retransmission

timer). This means that if the connection is interrupted but later restored, the sender will retransmit the

unacknowledged data, resulting in minimal data loss. However, if the connection is abruptly terminated

without a chance to retransmit unacknowledged data, the data sent but not yet acknowledged will be lost.

The actual amount of data lost can vary significantly from case to case. This could range from a few bytes

to several kilobytes, depending on the size of the sender’s congestion window and how much data was in

transit at the time of the interruption.
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Possibly lost data

- Data out
- ACK

(a) Cross-layer PM disabled

- Data out
- ACK

(b) Cross-layer PM enabled

Figure 19: Data transmitted over IEEE 802.11p link
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MPTCP is designed to handle these situations through its retransmission mechanisms, but it’s essen-

tial to ensure a graceful connection termination for optimal data delivery. As shown in Figure 19(b), our

Cross-Layer PM ensure graceful connection termination before the link became unavailable, to minimize

data loss and potential retransmission of unacknowledged data.

5.2 Seamless VHO

To ensure reliable, in-order delivery of data over subflows that may appear and disappear at any time,

MPTCP uses a 64-bit Data Sequence Number (DSN) to number all data sent over the MPTCP connection.

Each subflow has its own 32-bit sequence number space, utilizing the regular TCP sequence number

header, and an MPTCP option maps the subflow sequence space to the data sequence space. This

strategic mapping allows for the retransmission of data across different subflows, all linked to the same

DSN, should any subflow encounter a failure or disruption. All subflows utilize a common receive buffer

and present an identical receive window. MPTCP employs two tiers of acknowledgments. Firstly, it utilizes

standard TCP acknowledgments on each subflow to confirm the receipt of segments sent over that subflow,

irrespective of their DSN. Secondly, it employs connection-level acknowledgments that operate within the

data sequence space. These acknowledgments monitor the progression of the byte stream and manage

the sliding of the receive window.

The Data Sequence Mapping components are instrumental in reconstructing the entire data stream.

They define how the subflow sequence numbers are mapped to the data sequence numbers. It is de-

scribed in terms of the starting sequence numbers for both the subflow and the data level, along with the

length of bytes for which this mapping remains valid. This mapping is crucial for ensuring that the data is

delivered to the application layer in the correct order. In contrast, the sequence numbers at the subflow

level (i.e., the standard sequence numbers in the TCP header) is relevant only to the specific subflow.

Figure 20 displays the average throughput per interface, and the total achieved throughput during the

MPTCP session. MPTCP can utilize two parallel connections to spread a single data stream and increase

available bandwidth. Consequently, the achieved total throughput is higher when the 802.11p and LTE

interfaces are used simultaneously. The total throughput drops when the path through the ad hoc network

is lost as a vehicle moves out of the RSU coverage area. However, a data stream continues to flow through

the cellular network even when the 802.11p link becomes unavailable for packet transmission. Therefore,

a moving vehicle can perform a VHO over cellular and roadside infrastructure without service interruption.

Upon careful inspection of the packet traces, it is evident why the default MPTCP path manager is not

optimal for vehicular networks. Figure 21 and Figure 22 illustrate the evolution of DSN over time when

the vehicle moves out of the coverage area of the RSU and the 802.11p link (subflow 1) is lost.
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Figure 20: MPTCP aggregate network bandwidth to improve the throughput.

5.2.1 Aggregation mode

Initially, the connection’s data is distributed among all available interfaces, with most of the data sent over

the ad hoc network with the lowest Round-trip time (RTT). When the 802.11p link becomes unreliable and

starts losing packets, the VHO process redirects the data flow to a more reliable path (i.e., subflow 0).
The handover process is not instantaneous, as MPTCP requires time to detect a link failure and adjust the

connection accordingly. This means that there can be a delay before the handover is complete, as shown

in Figure 21(a). The packets through the LTE network (subflow 0) arrived out of order (ofo), which

could lead to Head-of-line (HoL) blocking with more in-flight packets accumulated at the receiving end.

Since MPTCP guarantees in-order data delivery, packets received on subflow 0 must wait for previous

segments with lower sequence numbers to arrive, resulting in glitches in the application layer. This can be

particularly problematic for real-time applications such as video conferencing or online gaming, where even

small delays can be noticeable and disruptive to the user experience. In addition, MPTCP’s scheduling

mechanism continues to allocate packets to subflow 1 since it is not immediately aware of the path’s

status, and it may take several Retransmission Timeout (RTO) periods before the MPTCP recognizes that

the path is unavailable. As a result, a significant amount of data can be lost when an interface fails, and

the underlying path becomes unusable, requiring retransmission through an available subflow.

The proposed path manager aims to anticipate packet loss and suspend the unreliable subflow before

the link eventually breaks. As the vehicle moves away from the RSU, a gradual drop in signal strength is

observed in the transition region. The faster a vehicle moves away from the RSU, the more abrupt a drop

in RSS. Thus, according to our algorithm, the subflow must be suspended as the RSS drops below the

pre-defined threshold. The proposed PM with cross-layer assistance can detect and mitigate lousy path

conditions by automatically removing the unreliable subflow 1 from the ongoing connection before the

interface becomes unavailable, as shown in Figure 21(b). Furthermore, our PM can dynamically reactivate

the subflow when the path quality improves, continuously optimizing network performance by adapting to
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(a) Cross-layer PM disabled

(b) Cross-layer PM enabled

Figure 21: Handover event in detail (aggregation mode).
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(a) Cross-layer PM disabled

(b) Cross-layer PM enabled

Figure 22: Handover event in detail (backup mode).
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changing conditions.

5.2.2 Backup mode

WhenMPTCP establishes a new connection, it can generate subflows that serve as backup paths, activated

only in the occurrence of a failure in the primary subflow. For our next experiment, we set up the endpoints

to use the WLAN network as the primary path and switch to the cellular network only when the WLAN

link fails. Figure 22(a) illustrates how MPTCP activates the backup path without cross-layer assistance

when the primary subflow 1 fails due to the vehicle moving out of the RSU coverage. At the start of

the MPTCP connection, the 802.11p interface is used as the primary path, while the LTE interface is

designated as a backup. In case of poor radio conditions causing the primary path to fail, MPTCP detects

the failure and switches the traffic flow to the backup path. However, this approach may not be optimal

for vehicular scenario as it results in a delay during the handover process. Furthermore, there is a period

where no subflow is active, which can negatively affect service continuity. The issue is that the protocol

will continue to retransmit lost data over the broken interface because the subflow was not closed properly,

thus worsening the situation.

The proposed cross-layer PM scheme employs a dynamic approach to subflow management. When

the RSS falls below the configured threshold, it determines that the primary subflow is underperforming

and takes corrective action. Initially, the PM removes the backup status of the cellular network, and for

a short period, MPTCP uses both interfaces simultaneously. If the backup subflow was not established

initially, an additional subflow is created over the cellular network to ensure redundancy. Subsequently,

the PM handles the lossy path by switching it to backup mode, preventing it from being used for data

transmission. The underperforming subflow can be removed from the MPTCP session if necessary. The

proposed scheme significantly reduces handover delay by completing the VHO procedure while the ad

hoc network is still available, as demonstrated in Figure 22(b).

5.3 Application layer delay

The applications with real-time requirements, such as media streaming, are most affected by frequent

handovers and path variation, resulting in high data delivery latency and perceivable jitter. We generate

traffic and include a timestamp in each data segment to monitor the variation in application delay. The

end-to-end delay is measured from when the packet leaves the source application to when it arrives at

the destination application. Upon reception of each data segment, we record its arrival time. We can

determine the end-to-end application delay by tracking the difference between these timestamps. Our

emulation setup uses the same hardware clock on each communication endpoint, ensuring accurate

measurements.

For assessing handover performance, we conducted tests involving unicast real-time applications

utilizing MPTCP for communication between the vehicle and the remote server. The application involves
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the vehicle as the sender, transmitting, for instance, information collected from the vehicle’s sensors to the

server. These scenarios enable us to evaluate real-time application metrics, such as end-to-end delay, that

represent the time taken for a packet to travel from the sender node to the receiver node. It’s calculated

as the difference between the reception timestamp at the receiver and the transmission timestamp at the

sender.

Figure 23 compares MPTCP performance regarding application delay during the handover in a ve-

hicular scenario for kernel v15.5, kernel v15.7, and our proposed cross-layer PM scheme. The results

demonstrate that the application layer delay significantly increases when the handover occurs with a stan-

dard MPTCP scheme. However, the delay is significantly reduced when using our proposed PM scheme,

indicating improved network performance and reduced service disruption during handovers. Following the

failure of the IEEE 802.11p link, the end-to-end delay can increase significantly, reaching up to 9 seconds

on kernel v15.5 (Figure 23(a)). This high application delay is primarily attributed to the very basic packet

scheduler algorithm that fails to consider heterogeneous network characteristics. As a result, we can

observe an inferior performance in data delivery speed to the application, as out-of-order packets suffer

from prolonged queuing times before being delivered to the application. The MPTCP packet scheduler was

improved with better HoL blocking estimation in Linux kernel v15.7. A scheduler algorithm was modified

to handle heterogeneous paths better, as represented in Figure 23(b). Still, connection glitches occur

when the vehicle moves out of coverage of RSU and a handover is experienced.

Figure 23(c) illustrates the end-to-end delay when our PM is enabled. The figure demonstrates that

both subflows are utilized concurrently to transmit data, leading to a negligible variation in application

delay until data segment number 1600 is sent. The slight increase in delay can be attributed to the

heterogeneity of the network paths.During a VHO event, our proposed cross-layer PM scheme demon-

strates its ability to mitigate end-to-end delay significantly. This is achieved by proactively suspending the

underperforming subflow before link failure occurs. Such a strategy guarantees an uninterrupted user

experience and optimizes overall network performance. Specifically, in the evaluated scenario, the aver-

age application delay at the moment of handoff decreases by an order of magnitude, from 1–10 seconds

to 15-80 milliseconds. These outcomes affirm the effectiveness of our proposed approach in enhancing

MPTCP performance and elevating network Quality of Experience (QoS) within vehicular environments.

5.4 Recovered path

Each byte of data sent in an MPTCP connection has an associated sequence number so that an available

subflow can recover lost packets. However, the regular TCP provides the transport service on each subflow,

which will start a retransmission timer after sending a packet of data. If a sender does not receive an

acknowledgment before the timer expires, it will assume the segment has been lost and retransmit it.

When the sender misses too many acknowledgments, the MPTCP considers that packet loss has appeared

somewhere between the vehicle and the remote host and decides to stop sending data over that path.
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(a) Kernel v5.15

(b) Kernel v5.17

(c) Cross-layer PM enabled

Figure 23: Data delivery latency during vertical handover.
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After some time, the protocol starts testing the path availability by sending one packet over the same path

again. After the first attempt, the exponential backoff is applied to the RTO, doubling the timeout value

between successive retransmissions. Once the 15th retry expires (by default), the subflow is considered

broken. With regular MPTCP, there is nothing that the application can do to start using the recovered path

other than waiting for successful retransmission. This unnecessary delay after the path recovers causes

the vehicle to lose a significant fraction of available connection time.

As the vehicle comes in or out of range of a particular network, additional subflows can be created

or removed dynamically. The proposed cross-layer PM can detect path loss or availability much faster

due to signal strength monitoring of accessible networks. For instance, when the vehicle moves into the

network’s coverage area, it can utilize the wireless interface as soon as RSS rises above the predefined

threshold. In long-lived data flows, this can result in throughput gains since there is no idle period after

the path recovers, as shown in Figure 24. In this example, the additional subflow is created as soon as

the 802.11p interface detects an RSU. Similarly, the subflow is removed from the MPTCP connection as

the RSS falls below the receiver sensitivity threshold.

Figure 24: Achieved throughput with recovered path.

5.5 Urban mobility simulation

The cross-layer PM has been evaluated in a Manhattan-like urban scenario with bidirectional streets and

one lane per driving direction. This generic urban scenario has been chosen to analyze the effectiveness

of the proposed algorithm for V2I communication with different deployments of infrastructure nodes. All

vehicles were equipped with LTE and IEEE 802.11p interfaces, running CAM service to exchange real-time

information. We have generated the road traffic using the “randomTrips.py” script provided by SUMO.

Regarding the mobility model, we have used the Intelligent Driver Model car-following model in order to

generate random trips. We used the Dijkstra algorithm as path finding algorithm. The other infrastructure
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components, including RSUs, the correspondent server node, and SGW and PGW nodes, remained static

throughout all simulations. This was achieved by applying a constant mobility model to these components.

The scenario includes a single LTE base station covering the simulated area, with a certain number of

RSUs uniformly distributed at random intersections. Due to limitations in the number of communication

nodes available within the simulation and the resulting increase in simulation jitter, we were unable to

assess the influence of the number of vehicles in the urban mobility scenario. However, it’s important to

note that packet reception in urban mobility can be influenced by the density of packets being transmitted,

which in turn depends on the number of packets sent.

A vehicle can lose and regain connection when it crosses through different RSUs while moving on

the road. There are regions around infrastructure nodes where the wireless networks exhibit poor link

quality due to bad radio conditions. Therefore, the connection time between the vehicle and RSU is

changes according to the vehicle’s speed and traffic conditions. We conducted two identical simulations

to compare the effectiveness of our cross-layer PM with the default MPTCP scheme. Each simulation

lasted 30 minutes and involved uploading files of varying sizes from the vehicle to the server. In one test,

we disabled our PM, while in the other, we enabled it. After completing the simulations, we compared the

total amount of bytes transferred by each interface, as shown in Figure 25. It is evident from the results

that our proposed scheme, aided by its efficient handoff mechanism, can utilize the available bandwidth

more effectively than regular MPTCP. Furthermore, other experimental outcomes demonstrate that our PM

substantially enhances the quality of experience for vehicular users regarding of achievable throughput,

packet loss, retransmissions, and duplicate packets.

Figure 25: Total volume of transmitted data after 30 min of simulation.
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Chapter 6

Intelligent path selection

The Vertical Handover (VHO) algorithm discussed in chapter 4 relies on a single Receiving Signal Strength

Indication (RSSI) criterion, which might not always provide a comprehensive solution. Hence, a more

sophisticated PM approach is required, incorporating complex policies that consider real-time network

attributes and user preferences. Such an approach would demand a more intricate decision-making

algorithm capable of dynamically adjusting to evolving network conditions and user needs.

The concept of employing intelligent interface selection empowers vehicular users to seamlessly switch

between interfaces associated with different technologies based on the optimal fit for their application

requirements. In practice, the choice of an interface for connectivity can depend on various Quality of

Service (QoS) parameters, including throughput, delay, or other user preferences like cost-effectiveness.

Consequently, having multiple wireless interfaces available ensures that services are delivered through

the always best-connected user interface, ensuring a high-quality experience at all times.

An intelligent path management algorithm is proposed in this section to ensure seamless communi-

cation in dynamic vehicular environments. The algorithm uses a network selection mechanism based on

the Fuzzy Analytic Hierarchy Process (FAHP), which dynamically assigns the most appropriate underlying

network for each active application. The selection process considers factors such as path quality, vehi-

cle mobility, and service characteristics. Unlike existing approaches, our proposed method introduces a

dynamic and comprehensive approach to network selection that is tailored to the unique requirements of

each service to ensure that it is always paired with the optimal access technology. By tailoring the network

selection to the specific needs of each application, our path manager can provide optimal connectivity and

performance, even in challenging vehicular environments, delivering a better user experience with more

reliable connections and smoother data transfers.

6.1 Attributes to consider

The multipath paradigm can support various types of vehicular applications, including infotainment, real-

time navigation, and remote diagnostics, which makes it particularly valuable for Vehicle to Network (V2N)
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communication [55, 57]. While the proposed cross-layer strategy yields significant improvements in data

delivery latency and throughput, it employs a Path Manager (PM) algorithm based on a single criterion (i.e.,

RSS), which may need to be revised to provide a comprehensive solution. To ensure service continuity for

vehicular users, an advanced path management strategy is required, one that considers various param-

eters such as vehicle mobility and real-time network attributes. This strategy should make dynamic and

adaptive decisions in response to changing environmental conditions. Furthermore, the decision algorithm

should take into account the service pricing and the specific QoS requirements of different applications

[99].

Network parameters such as available bandwidth,Packet Loss Ratio (PLR), packet sending delay, and

jitter are critical factors that impact the performance of any connection. These factors should be taken into

account in the decision-making process for network selection. Additionally, context information about the

vehicle, including its speed, location, and movement direction, can play a significant role in this selection

process, and this information is readily available through the vehicle’s On-Board Unit (OBU).

6.1.1 Latency

Increasing latency poses significant challenges to TCP-based subflows, particularly impacting their data

transfer rates and the performance of real-time applications. As latency in a network increases, TCP-based

subflows face a notable reduction in their data transfer rates. This slowdown occurs because high latency

introduces delays in transmitting and acknowledging data packets. These delays, in turn, hinder the rapid

expansion of the TCP congestion window, limiting the achievable throughput. Consequently, the overall

data transfer process becomes less efficient and slower. High latency affects the data transfer rate and

introduces delays in the data transmission process. These delays can lead to underutilization of available

network resources and decreased throughput. Applications that rely on steady, high-throughput connec-

tions, such as file downloads and large data transfers, may experience performance degradation. The

adverse effects of latency become especially prominent in real-time applications, where responsiveness

and low delay are critical. For instance, high latency can result in noticeable lag or delay between player

actions in online gaming. In video conferencing applications, latency can cause audio and video syn-

chronization delays, leading to disjointed conversations and difficulties in understanding and responding

to others. For live-streaming platforms, latency can result in buffering issues, where viewers experience

delays in the live feed or video playback.

Low latency is essential for ensuring a seamless and responsive user experience. High latency can

lead to frustration, reduced user engagement, and, in some cases, a complete breakdown in communica-

tion or interaction. The quality and usability of real-time applications heavily depend on low latency. Appli-

cations designed for real-time communication, collaboration, and entertainment demand minimal delay to

deliver a satisfactory user experience. Various techniques, such as traffic prioritization, QoS mechanisms,

and edge computing, are employed to reduce latency and enhance network responsiveness.
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6.1.2 Jitter

Jitter, in the context of networking, refers to the unpredictable variation in the delay between packets

as they traverse the network. In simpler terms, it represents the inconsistency in the time it takes for

data packets to reach their intended destination. Jitter can stem from many reasons, including network

congestion, fluctuations in the distances between network nodes, differences in the processing times of

various devices along the data path, and even variations in the routing of packets. This variability in

packet arrival times can have notable implications, especially for applications susceptible to latency and

timing precision. Real-time communication services like voice and video calls, online gaming, and live

video streaming depend on maintaining a consistent and low-latency network environment. When jitter

disrupts the regular arrival of data packets, it can lead to several issues. For instance, in a voice or video

call, excessive jitter can result in choppy or distorted audio and video quality, making it challenging for

participants to understand each other or follow the content being shared. In online gaming, jitter can

lead to lag, causing players to experience delayed responses to their actions, which can be frustrating

and disadvantageous. Even for non-real-time applications, jitter can impact data transfer speeds and

the overall reliability of network connections. Reducing jitter at the path can ensure smoother and more

reliable network experiences, especially when timing and responsiveness are critical.

6.1.3 Packet Loss Rate

PLR is a crucial metric in network performance evaluation. It reflects the proportion of data packets that

do not successfully reach their intended destination during transmission across a network. High PLR can

have far-reaching implications, affecting data integrity and overall network efficiency. When a network

experiences a high PLR, it implies that a significant portion of data packets lost in transit. This loss can

result from various factors, including network congestion, hardware failures, or errors in data processing.

The consequences of packet loss are multifaceted and depend on the specific application and transmitted

data. One immediate consequence of packet loss is the potential for data corruption. When packets are

lost, the information they contain is missing from the received data, leading to gaps and inconsistencies.

In response, mechanisms such as re-transmission come into play to maintain data integrity.

However, re-transmitting lost packets introduces additional delays and can reduce overall throughput.

QoS considerations are intimately tied to packet loss rates. The acceptable level of packet loss varies

depending on the nature of the data being transmitted and the application’s requirements. For instance,

in a Voice over IP (VoIP) conversation, the occasional loss of one or two packets may not significantly

impact the conversation’s quality, as modern VoIP protocols often compensate for such minor disrup-

tions. However, when packet loss rates rise to levels between 5% and 10%, the quality of the conversation

can be noticeably degraded, leading to choppy audio and communication difficulties. In light of these

considerations, it becomes apparent that measuring instantaneous packet loss is a valuable endeavor,

especially when aiming to implement an efficient PM scheme. Our network selection algorithm can gain

critical insights into network performance by closely monitoring and quantifying packet loss rates. This
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data allows them to make informed decisions and implement strategies to mitigate packet loss, ultimately

enhancing the reliability and quality of network services.

6.1.4 Received Signal Strength

The access layer of a network infrastructure plays a pivotal role in providing critical status indicators that

guide decision-making processes, particularly in scenarios like seamless handover between networks.

These status indicators encompass a range of metrics, including the busy channel rate, Receiving Signal

Strength (RSS), and frame transmission statistics. Many existing solutions primarily rely on the RSS mea-

surement to initiate a handover. However, this approach typically results in a significant disconnection

time, commonly known as handover latency. Such latency negatively affects the performance of applica-

tions, leading to issues like packet loss. This packet loss can be particularly detrimental to certain types of

applications. While RSS is a fundamental parameter for assessing link quality, it’s essential to recognize

that it may not always offer a complete picture of the wireless link’s health. RSS, typically measured in

dBm (decibels-milliwatts), is a vital metric because it directly reflects the strength of the received signal.

A high RSS value generally signifies a robust and reliable signal, making it a commonly utilized factor in

handover algorithms.

However, relying solely on RSS can have limitations because other variables can significantly influence

the overall quality of a wireless link. One substantial factor to consider is interference. Even if the RSS is

strong, interference from various sources, including other devices or electromagnetic signals, can weaken

the signal quality. Consequently, interference can introduce packet loss, latency, and jitter, impacting

data transmission performance. The distance between transmitting and receiving devices also plays a

significant role in link quality. In wireless communications, signal strength diminishes as the distance

between devices increases. Therefore, even if the RSS is initially high, it may degrade as devices move

farther apart.

The choice of wireless technology is another critical determinant of link quality. Different wireless

technologies like Wi-Fi, Bluetooth, or cellular networks have varying characteristics and operate on differ-

ent frequency bands. Each technology has strengths and weaknesses, affecting parameters like coverage

range, data rate, and interference resilience. Physical barriers between devices can also affect link quality.

Obstacles like walls, buildings, or natural terrain can attenuate signals, leading to signal loss or degrada-

tion. RSS measurement helps gain a more comprehensive understanding of link quality. These include

assessing metrics like the Bit Error Rate (BER) and Signal-to-Noise Ratio (SNR). The BER quantifies the

accuracy of data transmission by measuring the rate of received bits with errors. A lower BER indicates

higher data transmission accuracy. On the other hand, SNR represents the signal power ratio to the noise

power in the received signal. A higher SNR typically indicates a cleaner and more reliable signal.

While RSS is a valuable metric for assessing link quality, it should be considered alongside other

factors like interference, distance, wireless technology, and physical barriers. A comprehensive evaluation

of these variables provides a more accurate basis for making decisions related to network handover and
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ensuring the seamless and uninterrupted performance of vehicular communications.

6.1.5 Dwell time

Vehicular networks represent an emerging paradigm connecting vehicles and with the road infrastructure.

However, their high degree of mobility and dynamic topology changes pose significant challenges in pre-

dicting the duration of a vehicle’s network connection. This difficulty arises from a multitude of parameters

that come into play. Among these parameters, we can consider factors such as vehicle velocity, direc-

tion, traffic conditions, network signal strength, distances to access point, signal interferences, obstacles,

multipath fading, transmission range, transmission power, power gain, among others.

Dwell time, often referred to as residence time in network management, is a crucial metric that

quantifies how long a mobile device, such as a vehicle equipped with communication capabilities, remains

connected to a specific network. In the context of vehicular communication, understanding dwell time

is essential for optimizing network management, particularly in scenarios involving fast-moving vehicles

and dynamic network handovers. Dwell time plays a crucial role in the seamless functioning of mobile

communication systems, especially within vehicular networks. When a vehicle establishes a connection

with an infrastructure node, such as an Evolved Node B (eNodeB) in cellular networks or an Roadside Unit

(RSU) in vehicular communication systems, this connection is maintained for a certain duration. This

duration is what we refer to as dwell time.

Dwell time is closely tied to a vehicle’s movement within the network’s coverage area. As the vehicle

moving, it continuously evaluates its connection to the network node. The dwell time represents the

average duration the vehicle remains attached to this node. Several factors influence dwell time: The

speed at which a vehicle is moving can significantly impact dwell time. In scenarios where vehicles travel

at high speeds, such as on highways, dwell times tend to be shorter. This is because vehicles move in

and out of network coverage areas rapidly.

The density of network infrastructure in a given area is another crucial factor. In regions with a high

concentration of base stations or RSUs, vehicles are more likely to have shorter dwell times as they transi-

tion between adjacent nodes. Conversely, dwell times may be longer in areas with sparse infrastructure,

as vehicles have fewer options for network handovers. The efficiency of network horizontal handover

mechanisms also influences dwell time. Effective handover strategies aim to minimize disruptions during

the transition from one network node to another. Therefore, dwell time must be considered for the specific

services and applications being used within the vehicle. Measuring dwell time is essential for providing

uninterrupted and reliable vehicle connectivity in dynamic vehicular environments.

6.1.6 Cost

Service pricing is an important aspect that should be considered in designing an efficient network selection

algorithm that involves the cost of utilizing various services and network technologies. Several factors can
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influence service pricing, and its consideration in a PM algorithm is critical for optimizing connectivity

decisions. Service providers typically offer a range of services with varying data speed, latency, and

reliability levels. These services can encompass different generations of cellular networks (e.g., 4G and

5G), Wi-Fi, and specialized vehicular communication services. Each of these services may come with

its pricing structure based on factors like data usage, bandwidth, and quality of service. Service pricing

can be dynamically influenced by user demand and contextual considerations. For instance, during peak

hours or in densely populated areas, the cost of accessing a particular service might increase due to high

demand. Conversely, prices may be more competitive in areas with low user activity.

Different applications and services have distinct QoS requirements. For example, safety-critical ap-

plications demand low latency and high reliability, while infotainment services prioritize bandwidth for

high-quality video and audio streaming. The cost of a service may vary based on the level of QoS it can

guarantee. Service providers often offer subscription plans with different pricing tiers. These plans may

include data caps, data throttling, or prioritization of specific types of traffic. Users’ choice of service plan

can impact the cost-effectiveness of utilizing a particular network or service.

Roaming charges can significantly affect service pricing for vehicular networks that involve mobility

across geographic regions. Data usage and network access costs may change when a vehicle moves from

one service provider’s coverage area to another. Some service providers employ dynamic pricing models

that adjust based on real-time network conditions and demand. Such models can incentivize network

selection algorithms to shift application data consumption to off-peak hours or less congested networks.

An effective PM algorithm must perform a cost-benefit analysis when selecting the optimal connection

for a vehicle. This involves considering the cost of accessing a particular service or network against its

benefits regarding data speed, reliability, and other QoS parameters. This ensures that network selection

aligns with the user’s preferences, service requirements, and budget constraints, ultimately enhancing

the overall connectivity experience in vehicular environments.

6.2 System Model

This section introduces the generic system model for the proposed path management solution, which

leverages multiple access technologies to facilitate ubiquitous communication in the context of the Inter-

net of Vehicles (IoV), with a specific focus on V2N communication. The existing Intelligent Transportation

Systems (ITS) architecture necessitates the use of a multipath protocol to effectively employ heterogeneous

vehicular networking. In this section, we introduce an evolution of the ITS communication architecture

aimed at simplifying the implementation of such heterogeneous vehicular networks. This proposed ar-

chitecture aligns seamlessly with the current ETSI ITS station reference architecture while enabling the

dynamic selection and coordination of available Radio Access Technologies (RATs), based on contextual

conditions and the specific requirements of the applications in use.
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6.2.1 Service Profiles

The requirements and preferences for key network attributes, such as latency, bandwidth, delay varia-

tion, error rate, and other factors, will likely differ among various applications. For example, applications

like voice and video calls require stringent network attributes. They demand low packet delivery latency,

meaning packets must be delivered swiftly with minimal delay to provide a smooth and uninterrupted

conversation. Additionally, low jitter is essential to ensure that audio and video data arrive consistently,

avoiding disruptions in communication. On the other hand, applications like web browsing, while more

tolerant of latency, place a premium on high packet delivery rates. It requires rapid transfer of a sub-

stantial amount of data to maintain acceptable throughput. This enables users to browse the internet

without experiencing significant lag or delays when loading web pages and content. In transportation ser-

vices, especially for applications like remote driving, data transmission with minimal delay is paramount.

This ensures the vehicle can be controlled in real-time, enabling swift responses to user inputs. Stable

signal quality is also necessary to avoid disruptions that could compromise safety during remote driving

experiences.

One limitation of traditional network selection schemes is that in the event of a handoff, all established

connections on the current network must disconnect and reconnect on the next access network. This can

be problematic in multipath communication, as all created subflows on a particular interface must switch

to another interface, even if the previous network provided better performance for a specific service. Unlike

many other proposed solutions, this work presents a novel PM scheme that considers vehicle mobility,

network attributes, and service QoS requirements to optimize network utilization for each application

individually. For this purpose, applications are categorized into distinct groups based on their specific

requirements. The three service profiles considered in this thesis are Conversational (e.g., VoIP or video

chat), Streaming (e.g., video streaming and entertainment), and Background (e.g., web browsing, file

transfers). The PM procedure is executed separately for each application group. This enables tailored

handoffs specific to the traffic class and ensures consistent performance for data flows across different

service types. Tailored network selection guarantees a high-quality user experience for various types

of network traffic. For instance, during a phone call, the system can select a low-latency network for

uninterrupted communication. At the same time, background applications can use networks with longer

communication breaks, reducing packet losses and costs. By optimizing network selection based on the

unique needs of each application group, this approach enables efficient use of network resources. Each

application gets the most suitable network access, enhancing overall network efficiency.

6.2.2 Multipath in ITS station architecture

The European Telecommunications Standards Institute (ETSI) ITS station reference architecture is a frame-

work designed to provide standardized guidelines for the deployment of ITS in the context of vehicular

communication and transportation systems. It defines the architectural components, interfaces, and
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interactions between different entities within an ITS station, ensuring interoperability and seamless com-

munication among various devices and systems. It describes the communication layers used for vehicular

communication, encompassing the physical, data link, network, and application layers. The architecture

defines different facilities within an ITS station, such as the communication management facility, security

facility, and application support facility. It defines security services and protocols for secure communi-

cation. The ETSI ITS station reference architecture promotes interoperability by providing standardized

interfaces and protocols, allowing different vendors and stakeholders to develop and deploy compatible

ITS systems. The architecture is designed to be scalable to accommodate future technologies and appli-

cations, making it suitable for long-term deployment.
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Figure 26: The userspace path manager in ITS architecture.

Multipath TCP make a part of Networking & Transportation layer of the ITS station reference architecture.
The userspace PM interacts with kernel through the netlink IPC mechanism.

The ITS reference architecture follows the principles of the OSI model for layered communication

protocols which is extended for inclusion of ITS applications [152]. ITS typically rely on the exchange of

information between different layers of the communication stack to improve traffic management, enhance

safety, and reduce congestion. This architecture takes into account various protocols at the network and

transport layers, along with diverse communication technologies. The full ETSI ITS station architecture

comprises the following layers: Access, Networking & Transportation, Facilities, Applications, Security

and Management, as illustrated in Fig. 26. Each layer is responsible for specific functions, and the data
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exchanged between layers are often encapsulated in different protocols. It effectively abstracts applica-

tions from the intricacies of communication technologies, network configurations, and transport proto-

cols. Within this framework, a Facilities layer encompasses a collection of shared functionalities and data

structures that facilitate cooperative vehicular applications and communications. Additionally, cross-layer

security mechanism provide robust security and privacy protection. To manage cross-layer information,

ITS systems must ensure that each layer can access the relevant information from the layers below it, and

that the information is appropriately translated into the relevant protocol format. Therefore, the cross-layer

management provide a shared Management Information Base (MIB).

Multipath TCP (MPTCP) is a versatile protocol that has been successfully implemented in the Linux

Kernel. It offers the ability for an application to simultaneously send data over multiple IPs and inter-

faces, without requiring any additional effort from the application itself. This means that MPTCP operates

transparently to the application layer, and applications can continue to use the standard socket API as

they normally would. The modular architecture of MPTCP supports different path management (PM), con-

gestion control (CC), and packet scheduling (SCH) strategies. When multiple communication paths are

available, the packet scheduling method decides which data segments should be transmitted over which

subflow. Meanwhile, the PM module controls the use of subflows, with users able to configure specific

operational modes for each MPTCP endpoint [153].

Despite this, MPTCP utilizes an unmodified socket interface, and the PM module that regulates the

creation and removal of subflows located entirely within the kernel. As a result, MPTCP’s standard socket

API lacks the ability for dynamic subflow control, i.e., subflows are created immediately following connec-

tion creation or when an interface becomes active. In [150], the authors propose to separate MPTCP

data plane from the control plane by moving all PM functions into the application layer. The control plane

handles functions related to subflow management, without the need for the kernel to manage complex

policies, while the data plane is responsible for transmitting and receiving data.

The MPTCP daemon (mptcpd) have already been presented in Chapter 4, enabling the development
of customized PM strategies in userspace [92]. The mptcpd provides an interface that allows userspace

applications to send control messages to the in-kernel path manager, offering a high degree of control

over MPTCP connections. To interact with the kernel and obtain information about MPTCP events, the

netlink inter-process communication mechanism is utilized. This strategic utilization of the netlink in-

terface ensures swift and efficient data transmission between the kernel and userspace. Consequently,

real-time monitoring and precise control of MPTCP connections become readily achievable. Furthermore,

the MPTCP upstream implementation [91] offers an interface for PM-related operations, automatic end-

point configuration, and tracking per-connection information.

Mptcpd assumes the role of orchestrating all events associated with the path management. This

encompasses the seamless delivery of notifications concerning connection initiation, termination, subflow

creation, and address advertisements, among other pertinent events. Furthermore, mptcpd is responsible

to encompass network interface events by reporting the emergence of new interfaces and the removal

of existing ones. This comprehensive event management ensures the efficient orchestration of MPTCP
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connections and network interfaces. The necessary cross-layer information can be obtained from the MIB

and delivered to the userspace in real-time. This information is then used to perform path management

for each running application, as we will illustrate in the following section. Once the output from the network

selection procedure is generated, the userspace PM can alter the state of MPTCP connection using a set

of available commands (Table 4). These commands include requesting to establish a new subflow, modify

subflow priority, or remove an existing subflow, as described in Chapter 4.

6.2.3 The proposed PM algorithm

In contrast to the in-kernel implementation, which controls all connections using global settings, the

userspace PM enables individual control of each ongoing subflow. This allows our PM system to dy-

namically adapt to changes in the vehicular environment and ensure targeted QoS performance for each

application. In our proposed approach, we operate under the assumption that the vehicle will maintain

predefined criteria for each application profile. These criteria are accompanied by threshold values that

act as triggers for modifications in the operational mode of subflows. Additionally, it’s important to note

that, in this study, we focus solely on V2N communication utilizing one subflow per active interface for

connection with the remote host. The system is designed to improve MPTCP reactivity by assessing the

suitability of paths for specific applications in advance, allowing for optimal resource utilization and mini-

mizing the impact of vehicle mobility. Our main objective is to achieve seamless connectivity and optimize

performance, while minimizing latency and data throughput loss related to handovers. The proposed PM

scheme is outlined in Algorithm 2.

Our PM scheme can take into account the path quality and adjust subflow usage based on a score

attributed to each available network. The score is calculated using an algorithm based on the Multiple-

criteria decision-making (MCDM) method, which will be explained in the next section. The resulting score

matrix, 𝑀 , is of size 𝐿 × 𝑁 , where 𝐿 represents the number of service profiles and 𝑁 represents the

number of available networks, is used as an input for PM algorithm. Additionally, threshold values for

changing the subflow backup status (𝑇𝑏 ) and removing subflows (𝑇𝑟 ) must be provided.

A vehicular user may experience multiple vertical handovers during an MPTCP session, frequently

connecting and disconnecting from heterogeneous wireless networks along its path. The proposed PM

algorithm enables dynamic creation, removal, or modification of the subflow priority, providing control

over handover execution in fast mobility scenarios. Unlike the default MPTCP scheme, our PM does not

create additional subflows immediately after the connection is established. Rather than using all available

IP addresses to create a full mesh by default, a new subflow is only created if the path receives a

good score from the network selection algorithm. This approach is more flexible than the existing in-kernel

PM, which tries to create additional subflows immediately after the connection is established. Once

established, the subflow is marked as active. If the network score falls below the 𝑇𝑟 , the subflow is

removed from the connection and marked as inactive. However, the PM retains relevant information

about the removed subflow so that it can re-establish the subflow when the score increases above the 𝑇𝑟
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Algorithm 2: Pseudo-code for intelligent path management
Input: 𝑀 = [𝑠𝑖 𝑗 ]𝐿×𝑁 , 𝑇𝑏 , 𝑇𝑟
for each subflow as 𝑆𝐹 do

𝑖 ← get service type of SF
𝑗 ← get network used by SF
𝑝𝑟𝑖𝑜 ← get SF priority
𝑠𝑐𝑜𝑟𝑒 = 𝑠𝑖, 𝑗
𝑏𝑘𝑝 = 𝑓 𝑎𝑙𝑠𝑒
if 𝑠𝑐𝑜𝑟𝑒 ≤ 𝑇𝑏 then

𝑏𝑘𝑝 = 𝑡𝑟𝑢𝑒
end
if 𝑠𝑐𝑜𝑟𝑒 ≤ 𝑇𝑟 and 𝑆𝐹 is active then

set 𝑆𝐹 as inactive
remove 𝑆𝐹 from connection

end
else if 𝑠𝑐𝑜𝑟𝑒 > 𝑇𝑟 and 𝑆𝐹 is not active then

set 𝑆𝐹 as active whith priority = 𝑏𝑘𝑝
add 𝑆𝐹 to connection

end
else if 𝑆𝐹 is active and 𝑝𝑟𝑖𝑜 ≠ 𝑏𝑘𝑝 then

set 𝑆𝐹 priority = 𝑏𝑘𝑝
change 𝑆𝐹 priority in connection

end
end

again. A similar approach is used to determine the priority of the subflow, meaning that a subflow will be

used in backup mode when it is active but has a score value less than the backup threshold (𝑇𝑏 ). Note

that since subflows from the same connection share a unique token, all of them will be removed after the

connection terminates.

6.2.4 Signaling flow chart

To provide a more detailed explanation of the path management process, let us consider a straightforward

V2N scenario. In this scenario, the vehicle in motion establishes communication with a remote server via

MPTCP utilizing both LTE and 802.11p interfaces. The signaling flow chart for the connection is depicted

in Fig. 27 and explained in the following sections:

6.2.4.1 Establish connection

To establish an MPTCP connection, the process closely resembles the standard TCP connection initiation.

However, in this case, the SYN, SYN/ACK, and initial ACK packets, along with any accompanying data,

are enriched with the presence of the 𝑀𝑃_𝐶𝐴𝑃𝐴𝐵𝐿𝐸 option. This option indicates that the sender is

capable of performing Multipath TCP and wishes to use it for this particular connection. It facilitates the

exchange of essential information between hosts to authenticate the establishment of additional subflows.
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Figure 27: Signals flow diagram of multipath V2N connection.

The initial SYN packet, which contains only the𝑀𝑃_𝐶𝐴𝑃𝐴𝐵𝐿𝐸 header, is used to specify the version of

MPTCP being used and to exchange flags for negotiating connection features. Furthermore, this option is

used to declare the 64-bit keys that the vehicle and remote host have generated for this MPTCP connection.

These keys are used to authenticate the addition of future subflows to this connection. This is the only

time the key will be sent in the clear on the wire. All future subflows will identify the connection using a

32-bit token, which is a cryptographic hash of this key. The algorithm used for this process depends on

the authentication algorithm selected. Each host will index connections using the generated token.

Firstly, the vehicle initiates the MPTCP connection through LTE. This involves establishing an initial

subflow between 𝐼𝑃𝑣0 (the vehicle’s IP address) and 𝐼𝑃𝑠0 (the server’s IP address) using a three-way hand-

shake procedure. During this handshake, keys are exchanged in the𝑀𝑃_𝐶𝐴𝑃𝐴𝐵𝐿𝐸 message to provide

authentication material for future subflow setup. As a result, events are triggered on the PM system, and

information about the initial subflow (𝑆0) is added to the subflows table with active and non-backup
flags. Once the subflow is established, the vehicle can start transmitting data on subflow 𝑆0. When a SYN

packet includes an𝑀𝑃_𝐶𝐴𝑃𝐴𝐵𝐿𝐸 option but the subsequent SYN/ACK packet omits it, the assumption

is made that the sender of the SYN/ACK is not multipath capable. Consequently, the MPTCP session is

required to function as a standard single-path TCP session.
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6.2.4.2 Create additional subflow

After the initiation of an MPTCP connection through the𝑀𝑃_𝐶𝐴𝑃𝐴𝐵𝐿𝐸 exchange, it is possible to incor-

porate additional subflows into the connection. Vehicle and remote host possess awareness of their own

addresses and can acquire knowledge of additional addresses of each other through signaling exchanges.

With this information, the vehicle can establish a new subflow over a currently unused pair of addresses.

Therefore, a remote host informs the vehicle of an additional address without initiating a new subflow. It

communicates its alternative IP address (𝐼𝑃𝑠1) and port pair to the vehicle. The vehicle retains the option

to later dispatch an 𝑀𝑃_𝐽𝑂𝐼𝑁 request to this newfound address. Each address is associated with an

Address ID, which serves as a unique identifier for that address within a connection. This Address ID not

only enables the distinct identification of addresses for removal but also used for subflow creation.

The𝐴𝐷𝐷_𝐴𝐷𝐷𝑅 option serves the purpose of declaring additional addresses, through which a host

can be connected. This option can be employed at any point during a connection, as the sender wants to

announce the availability of new paths. The 𝐴𝐷𝐷_𝐴𝐷𝐷𝑅 option is integral in this process as it contains

an HMAC for authenticating the address’s source, ensuring it originates from the original connection. The

remote host sends an 𝐴𝐷𝐷_𝐴𝐷𝐷𝑅 packet to the vehicle, containing its alternative IP address (𝐼𝑃𝑠1) and

authentication data. The vehicle echoes the packet back to the server to confirm successful receipt. As

a result, the ANNOUNCED event is triggered on the PM system, providing the IP addresses and ID of the

endpoint announced by the remote host. When adding the advertised address to the subflows table, it is

initially marked as non-active and classified as a potential subflow (𝑆1), without any actual subflow being

established.

Periodically, the PM system collects cross-layer attributes and runs the network selection algorithm

to assess the quality of available paths. If optimal WLAN conditions are detected, the PM instructs the

kernel to establish a new subflow. The key exchange during the𝑀𝑃_𝐶𝐴𝑃𝐴𝐵𝐿𝐸 handshake provides the

information needed to authenticate the endpoints when setting up new subflows. The process of setting up

additional subflows is similar to the typical procedure for establishing a standard TCP connection. However,

in this case, the SYN, SYN/ACK, and ACK packets are additionally equipped with the𝑀𝑃_𝐽𝑂𝐼𝑁 option.

When a vehicle initiates a new subflow between one of its addresses and one of the remote server’s

addresses, a unique token, generated from the encryption key, is used to identify the specific MPTCP

connection it is joining. To ensure security and authentication, a Hash-based Message Authentication

Code (HMAC) is employed. This HMAC leverages the keys established during the𝑀𝑃_𝐶𝐴𝑃𝐴𝐵𝐿𝐸 hand-

shake and the random numbers (nonces) exchanged through the 𝑀𝑃_𝐽𝑂𝐼𝑁 options. Additionally, the

𝑀𝑃_𝐽𝑂𝐼𝑁 packet encompasses flags and an Address ID, serving as a reference to the source address,

all the while accommodating the dynamic nature of network address translation (NAT) changes, without

requiring the sender to be aware of such alterations.

The PM then attempts to create another subflow by sending an SYN packet from 𝐼𝑃𝑣1 (the vehicle’s

WLAN IP address) to 𝐼𝑃𝑠1 (the server’s alternative IP address). The new subflow starts as a normal TCP

connection, but with the 𝑀𝑃_𝐽𝑂𝐼𝑁 option and token to identify which MPTCP connection it is joining.
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Once the new subflow is established, the ESTABLISHED event is triggered, and the subflow status is

changed to active and non-backup. At this point, the vehicle can utilize both interfaces simultaneously
for data transmission, since it has access to both LTE and 802.11p.

6.2.4.3 Change subflow priority

At the initiation of a subflow, hosts have the ability to specify their preference for its role as either a primary

or backup path. The backup path is only used when the regular path options are not present. Throughout

the connection, the vehicle can request a modification in the priority of a subflow, accomplished through

the transmission of an𝑀𝑃_𝑃𝑅𝐼𝑂 signal. If the computed score for paths undergoes a change, a vehicle

might want to notify the remote server about a modification in the subflow priority, for instance, elevating

a subflow from its previous backup status to a higher priority over all other remaining subflows. To achieve

this, the 𝑀𝑃_𝑃𝑅𝐼𝑂 option can be used to alter the backup designation of the subflow to which it is

applied.

If non-optimal WLAN conditions are detected, the PM system instructs the kernel to use 𝑆1 as a

backup subflow. One potential approach could involve designating a path with a medium-level score, as

determined by the network selection procedure, for use as the backup subflow. The vehicle can request

a change in the subflow priority by sending an𝑀𝑃_𝑃𝑅𝐼𝑂 signal to the remote host. The backup flag is

activated on 𝑆1, indicating that this subflow will be utilized only if the regular (𝑆0) becomes unavailable.

Once the WLAN score surpasses the specified threshold, the backup subflow can be reactivated using

the same command. It’s important to note that the 𝑀𝑃_𝑃𝑅𝐼𝑂 signal is applicable to a single direction,

and the recipient is expected to honor these requests. Nevertheless, the sender of this option retains

the flexibility to continue utilizing the subflow for data transmission, even if it has previously signaled the

backup flag to the other host.

6.2.4.4 Remove subflow

If a vehicle wishes to terminate a specific subflow without closing the entire connection, it can trigger

a conventional TCP FIN/ACK exchange. Conversely, when the vehicle wants to notify the remote server

of its depletion of data to transmit, it sends a ”Data FIN” signal. This signal mirrors the semantics and

behavior of a typical TCP FIN but operates at the connection level. Upon successful reception of all data

within the MPTCP connection, this message is acknowledged at the connection level with a Data ACK.

In the event of the network selection mechanism detecting poor conditions on the path, such as

a decrease in signal strength due to a vehicle moving away from the coverage area of the RSU, the PM

system will issue a command to deactivate the corresponding subflow from the data transmission process.

During the life of the MPTCP connection, if an address becomes invalid or is no longer preferred, the

vehicle should communicate this situation. By doing so, the remote host can promptly eliminate subflows

that are associated with the related address. Furthermore, a vehicle has the option to signal that a valid

IP address should no longer be utilized, which can be particularly useful for ensuring session continuity
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during transitions. This is facilitated through the 𝑅𝐸𝑀𝑂𝑉𝐸_𝐴𝐷𝐷𝑅 signal, used to remove a previously

registered address from the connection and terminate any existing subflows that are relying on that specific

address. Following this signal, both the vehicle and the remote host should initiate the transmission of

RSTs on the impacted subflows. In the context of MPTCP, it’s important to note that a standard RST has a

limited scope, affecting only the associated subflow and leaving the remaining subflows unaffected. Prior

to the removal of an address, the vehicle has the option to utilize𝑀𝑃_𝑃𝑅𝐼𝑂 in order to express its desire

for a specific path to cease being used.

However, after the subflow removal, the information about 𝑆1 is still retained in the subflows table.

This means that when the WLAN network becomes available again, the PM system is ready to establish

the additional subflow without having to wait for the 𝐴𝐷𝐷_𝐴𝐷𝐷𝑅 packet, which may not even arrive,

using the𝑀𝑃_𝐽𝑂𝐼𝑁 signal and the previously declared token.

This fundamental concept is applied consistently throughout each computational step: following the

evaluation of each path by the network selection algorithm, the PM system will initiate the appropriate

subflow creation, removal, or backup procedure. If any issues arise during a path management process,

MPTCP will seamlessly revert to the conventional single-path TCP connection.

6.3 Network selection framework

The network selection algorithm should identify the optimal network based on the QoS criteria of ongoing

applications and a set of cross-layer attributes. Let 𝑅 = {𝑟1, ..., 𝑟𝑁 } represents the pool of networks

that are accessible for providing network connectivity, and let the set of network attribute values be 𝐶 =

{𝑐1, ..., 𝑐𝐾 }, where 𝐾 denotes the number of observed attributes. These attributes encompass various

factors that describe the characteristics of the available networks, such as latency, bandwidth, reliability,

etc. We also assume that the vehicle can run a set of 𝐿 types of services 𝑆 = {𝑠1, ..., 𝑠𝐿}, which may

have distinct requirements and preferences regarding network performance. The definition of the network

selection problem in multipath environment could be as follows:

Given a set of available networks (𝑅), a group of services profiles (𝑆 ) and the set of observed network

attributes (𝐶), select the optimal set of candidate networks and their corresponding network usage

mode to ensure the best possible performance for a specific service.

The provided definition for the network selection problem describes the key components and objectives

of the problem. The main goal is to determine the best combination of networks from 𝑅 that can deliver

optimal performance for a specific service. Network usage node indicates whether a selected network will

be used as the primary (regular) or backup connection for a particular service. Following this definition,

applications are assigned to network interfaces based on their unique requirements and the capabilities of

the networks in question. This section describes the three parts of or network selection procedure, namely:

attribute selection and utility values calculation, attribute weight calculation and the network ranking. The
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FAHP-based framework of the network selection procedure is illustrated in Fig. 28. The entire process of

the score calculation is shown in Algorithm 3.
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Functions
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Utility Value Vector 
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Figure 28: The framework for network selection based on FAHP method.

Algorithm 3: Network score computation
Input: 𝐴 = [𝑎𝑖 𝑗 ]𝑁×𝐾 , 𝑆 , 𝑅 , 𝛼
Data: 𝑀 = [𝑚𝑖 𝑗 ]𝐿×𝑁 // score matrix
for each service type as 𝑖 in 𝑆 do

𝑟𝑒𝑞 ← get requiremets of service 𝑖
for each network as 𝑗 in 𝑅 do

if 𝐼 is available then
𝑠𝑐𝑜𝑟𝑒 = FAHP (𝑟𝑒𝑞, 𝐴 𝑗,:)
𝑀𝑖 𝑗 = (1 − 𝛼) ∗𝑀𝑖 𝑗 + 𝛼 ∗ 𝑠𝑐𝑜𝑟𝑒

end
end

end

Various network and context information from the vehicular environment are stored in the attribute

information matrix 𝐴 = [𝑎𝑖 𝑗 ] (𝑁×𝐾) , that can be expressed as:

𝐴 =

©«
𝑎1,1 𝑎1,2 · · · 𝑎1, 𝑗

𝑎2,1 𝑎2,2 · · · 𝑎2, 𝑗
...

...
. . .

...

𝑎𝑖,1 𝑎𝑖,2 · · · 𝑎𝑖, 𝑗

ª®®®®®¬
(6.1)

where 𝑎𝑖 𝑗 represents the value of an attribute 𝑖 observed on the interface 𝑗 . 𝑁 indicates the number of

available heterogeneous networks, and 𝐾 represents the number of considered attributes. The algorithm

must evaluate each available path, considering the requirements of all defined Service Profiles (SPs).

Therefore, the FAHP procedure receives the real-time network attributes along with service requirements,

to perform score calculation on each computational stage.
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Due to the high variance of vehicular networks, the observed parameters undergoes drastic fluctua-

tions, which may lead to frequent changes in subflow operational mode. A simple low-pass filter mech-

anism is used to reduce the probability of the ping-pong effect when the subflow switches between two

modes frequently, resulting in unnecessary handovers. Here, the smooth factor a determines how quickly

the filter responds to changes in the input signal. A higher smooth factor means that the PM will respond

more slowly to changes in the RSS, resulting in a smoother output. However, too high of a smooth factor

can cause the filter to become too sluggish, resulting in a delay in the output response. The choice of the

smooth factor depends on the specific vehicular application and the desired balance between unnecessary

handovers and maintaining a fast response time.

6.3.1 Utility functions

The utility functions are used to calculate the utility value vector (U) of the network attributes to guarantee

that the values are normalized according to the objective requirements of each SP. Utility functions are

common in multi-criteria decision analysis. They allow decision-makers to translate personal preferences

or criteria into a mathematical form that can guide decision-making processes. Utility functions help in

comparing different attributes or criteria on the same scale. Having multiple attributes with different units

or scales, normalizing them into a common scale allows for meaningful comparisons. This is particularly

important in decision-making processes where is required to weigh the importance of various attributes

against each other.

Normalization brings values within a standardized range, typically between 0 and 1. This makes it

easier to work with data, especially when combining different attributes. For example, in multi-criteria

decision analysis, utility functions can transform diverse criteria into a common metric. Furthermore,

utility functions can also be used to reduce the dimensionality of a dataset. By normalizing attributes, we

are essentially simplifying the dataset and reducing the risk of attributes with large values dominating the

analysis.

Attributes can be classified into two categories: benefit attributes and cost attributes. For benefit

attributes, a higher attribute value corresponds to a higher utility value, as is the case with the RSS metric

and dwelling time utilized in this paper. Conversely, for cost attributes such as delay, jitter, PLR, and

cost attributes, a higher attribute value results in a lower corresponding utility value. When dealing with

attributes that have bilateral constraints, we employ the sigmoid utility function for normalization purposes.

Specifically, when both upper and lower thresholds exists, we utilize 𝑓 (𝑥) and 𝑔(𝑥) for benefit attributes
and cost attributes, respectively. The expressions for these utility functions are given below:

𝑓 (𝑥) = 1

1 + 𝑒−𝑎(𝑥−𝑏)
(6.2)

𝑔(𝑥) = 1 − 𝑓 (𝑥) (6.3)

where 𝑎 and 𝑏 are constant coefficients determined according to the service requirements for specific

attributes. When dealing with attributes that have unilateral constraints, we employ linear and inverse
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proportional utility attribute functions. Specifically, for attributes which have only one threshold, we utilize

𝑢 (𝑥) for benefit attributes and ℎ(𝑥) for cost attributes. The definitions for these functions are presented
below:

𝑢 (𝑥) = 1 − 𝑔
𝑥

(6.4)

ℎ(𝑥) = 1 − 𝑔 · 𝑥 (6.5)

where 𝑔 is a constant coefficient that may vary with different attributes and service requirements.

Table 5 displays the diverse utility functions and corresponding coefficients utilized for different SPs.

Table 5: Utility functions for service profiles.

Attribute Func. Conversational Streaming Background
RSS 𝑓 (𝑥) a=0.15, b=-80 a=0.15, b=-80 a=0.15, b=-80
Delay 𝑢 (𝑥) a=0.1, b=70 a=0.07, b=120 a=0.03, b=250
Jitter 𝑢 (𝑥) a=0.15, b=40 a=0.12, b=50 a=0.07, b=80
PLR ℎ(𝑥) g=1/20 g=1/15 g=1/10
Cost ℎ(𝑥) g=1/50 g=1/50 g=1/50
Dwell T. 𝑢 (𝑥) g=30 g=20 g=10

6.3.2 Applying Fuzzy AHP for Network Selection

This study utilized the FAHP method to solve the network selection problem [99, 154]. Compared to

the traditional AHP approach [155], FAHP is a better method to handle the uncertainty and ambiguity

inherent in decision-making processes. It involves breaking down complex problems into hierarchies and

constructing a model with the main objective at the top and alternatives at the lower levels. For our network

selection problem, a hierarchical structure was established using six input criteria (i.e., RSS, jitter, delay,

PLR, usage cost, and dwell time) and a single output, as shown on Fig. 29. Among many FAHP methods

in the literature [154], the Buckley’s method [156] was preferred for this work, as due to its superior

comprehensibility when compared to other FAHP methodologies we explored.

It’s important to note that FAHP is not universally better than traditional AHP. The choice between AHP

and FAHP depends on the specific problem, the quality of data available, and the preferences of decision-

makers. Traditional AHP may suffice in many cases, especially when data is precise and decision-makers

are comfortable providing numerical values for comparisons. However, FAHP is a valuable extension when

dealing with more complex and uncertain decision environments. FAHP is based on fuzzy logic, which

allows it to handle uncertainty and vagueness in a decision-making process. In real-world scenarios,

especially in complex systems or situations with incomplete or imprecise data, FAHP can provide more

robust and accurate results compared to traditional AHP.

In some problems, the relationships between criteria and alternatives may not be strictly binary (i.e.,

yes/no or 0/1). FAHP can model complex and gradual relationships, which is often more representative
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Figure 29: The hierarchy model of FAHP.

of real-world situations. FAHP is well-suited for situations where decision-makers have difficulty providing

precise numeric values for comparisons. It allows decision-makers to express their preferences using lin-

guistic variables and fuzzy sets, making it a more practical approach when dealing with human judgments.

In situations with vague data and complex, interconnected criteria, FAHP may lead to improved decision

quality. The consideration of uncertainty and vagueness in decision models can result in more robust and

reliable choices.

The FAHP method is based on the principles of fuzzy logic and involves rating the decision criteria

according to their importance using a set of linguistic terms that convey the degree of significance, such as

very important, somewhat important, and not important. However, linguistic values present a challenge

in mathematical operations. To overcome this limitation, one effective solution is to convert linguistic

comparison ratios into fuzzy numbers. In this approach, each linguistic term is mapped to a fuzzy number,

representing the underlying meaning of the term. To represent the fuzziness of preferences, we use

Triangular Fuzzy Numbers (TNFs), which are defined as 𝑀 = (𝑙,𝑚,𝑢) where 𝑙 ≤ 𝑚 ≤ 𝑢. The decision
maker expresses the lower limit value, the most favorable value, and the upper limit value through 𝑙 ,𝑚,

and 𝑢, respectively. Equation 6.6 express a membership function of TFN. The calculation rules of TFN

are shown in Equation 6.7 , where 𝑁1 and 𝑁2 are two TFN.

𝜇𝑀 (𝑥) =


𝑥−𝑙
𝑚−𝑙 𝑙 ≤ 𝑥 ≤ 𝑚
𝑢−𝑥
𝑢−𝑚 𝑚 ≤ 𝑥 ≤ 𝑢
0 𝑜𝑡ℎ𝑒𝑟𝑣𝑖𝑠𝑒

(6.6)
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𝑁1 + 𝑁2 = (𝑙1 + 𝑙2,𝑚1 +𝑚2, 𝑢1 + 𝑢2)
𝑁1 − 𝑁2 = (𝑙1 − 𝑙2,𝑚1 −𝑚2, 𝑢1 − 𝑢2)
𝑁1 ⊗ 𝑁2 = (𝑙1 ⊗ 𝑙2,𝑚1 ⊗𝑚2, 𝑢1 ⊗ 𝑢2)
𝑁1 ÷ 𝑁2 = (𝑙1 ÷ 𝑙2,𝑚1 ÷𝑚2, 𝑢1 ÷ 𝑢2)

(6.7)

In order to compare the relative importance of attributes, a linguistic approach must be employed, fol-

lowed by the transformation of linguistic values into TFNs. Table 6.3.2 illustrates the relationship between

the importance of attributes and their corresponding TFNs.

Table 6: Importance of TFN value

Definition TFN Reciprocal TFN
1 Equal Importance (1,1,3) (1/3,1,1)
2 Intermediate Values (1,2,4) (1/4.1/2,1)
3 Moderate Importance (1,3,5) (1/5,1/3,1)
4 Intermediate Values (2,4,6) (1/6,1/4,1/2)
5 Strong Importance (3,5,7) (1/7,1/5,1/3)
6 Intermediate Values (4,6,8) (1/8,1/6,1/4)
7 Very Strong Importance (5,7,9) (1/9,1/7,1/5)

6.3.2.1 Pairwise comparison

FAHP is a multi-criteria decision-making methodology that involves comparing the relative importance

or preference of different criteria or alternatives. Pairwise comparisons provide a systematic way for

decision-makers to express their subjective judgments about these preferences. To determine the final

scores of each available network, the FAHP method involves assigning weights to the various evaluation

criteria by conducting pairwise comparisons between the elements of each hierarchy, thereby establishing

the priority of each attribute compared to all other attributes. FAHP calculates weights that represent the

relative importance of criteria and alternatives. These weights are crucial for the decision-making process.

Pairwise comparisons are the basis for deriving these weights, and they are used in the subsequent

mathematical calculations of FAHP. It provides a structured approach to rank or select alternatives based

on the criteria. The pairwise comparison results are used to compute overall scores and rankings, and

guide the decision-maker in choosing the most suitable alternative.

The relative importance between the attributes is indicated with TFN by considering two criteria at a

time. The pairwise comparison matrix 𝐷 = [𝑑𝑖 𝑗 ] (𝐾×𝐾) , can be expressed as:

𝐷 =
©«
𝑑1,1 · · · 𝑑1,𝑛
...

. . .
...

𝑑𝑛,1 · · · 𝑑𝑛,𝑛

ª®®®¬ (6.8)

98



6.3. NETWORK SELECTION FRAMEWORK

where 𝐾 is a number of network attributes and 𝑑𝑖 𝑗 indicates the decision maker preference of 𝑖𝑡ℎ criterion

over 𝑗𝑡ℎ criterion expressed by TFN. It must be constructed one comparison matrix for each SP, considering

its requirements.

6.3.2.2 Computing the weight vector

By assigning weights to each attribute, we can effectively prioritize and evaluate the different alternatives

based on their respective performance in each category. The geometric mean of fuzzy comparison values

of each attribute is calculated as in Equation 6.9, where �̃� and 𝑑𝑖 𝑗 still represent triangular values.

�̃�𝑖 =

(
𝑛∏
𝑖=1

𝑑𝑖 𝑗

) 1
𝑛

= (𝑑𝑖1 ⊗ 𝑑𝑖2 ⊗ · · · ⊗ 𝑑𝑖𝑛)
1
𝑛 (6.9)

Then, to find the fuzzy weight (𝑤 ) of criterion 𝑖, multiply each �̃�𝑖 with the reverse vector:

𝑤𝑖 = �̃�𝑖 ⊗ (�̃�1 ⊕ �̃�2 ⊕ · · · ⊕ �̃�𝑛)−1 = (𝑙𝑤𝑖,𝑚𝑤𝑖, 𝑢𝑤𝑖) (6.10)

Since 𝑤𝑖 are still FTNs, they need to be converted into non-fuzzy values. Equation 6.11 shows

the defuzzification operation according to the center of area method. Then, weights are normalized

by applying Equation 6.12 to find the weight value for each attribute and construct the weight vector

W = {𝑤1,𝑤2, ...,𝑤𝑖} for each SP, where 0 ≤ 𝑤𝑖 ≤ 1.

𝑀𝑖 =
𝑙𝑤𝑖 +𝑚𝑤𝑖 + 𝑢𝑤𝑖

3
(6.11)

𝑤𝑖 =
𝑀𝑖∑𝑛
𝑖 𝑀𝑖

(6.12)

The pairwise comparison matrix is constructed according to the requirements of a traffic class and the

importance of each network attribute. Table 7 demonstrate the three fuzzy matrices and the corresponding

weight vectors for tree service profiles, namely conversational (𝑆𝑃𝐶 ), streaming (𝑆𝑃𝑆 ) and background

(𝑆𝑃𝐵). Appendix B shows the code in python for calculation of the criteria weigth vector.

6.3.2.3 Score computation

The process of score computation involves collecting raw network attribute values, which are then trans-

formed using utility functions. The coefficients in these functions vary depending on the specific services.

The weight vector is initially calculated for each service type from its corresponding fuzzy decision matrix.

This vector remains unchanged unless the decision matrix itself is modified, which only occurs when there

is a shift in the relative importance of the attributes. Consequently, the equation for score computation is

mainly influenced by real-time changes in network attributes.

The scores for each alternative RAT are determined by multiplying the weight vector of each service

criterion by its corresponding attribute utility value, based on the Simple Additive Weighting (SAW) method
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Table 7: Fuzzy comparison matrix and weights for Background, Conversational and Streaming service
profiles

𝑆𝑃𝐵 RSS Delay Jitter PLR Cost Dwell T. Weight
RSS 1, 1, 3 1, 3, 5 3, 5, 7 1/5, 1/3, 1 1, 1, 3 1, 3 , 5 0.221

Delay 1/5, 1/3, 1 1, 1, 3 3, 5, 7 1/5, 1/3, 1 1/4, 1/2, 1 1/4, 1/2, 1 0.106
Jitter 1/7, 1/5, 1/3 1/7, 1/5, 1/3 1, 1, 3 1/9, 1/7, 1/5 1/7, 1/5, 1/3 1/7, 1/5, 1/3 0.031
PLR 1, 3, 5 1, 3, 5 5, 7, 9 1, 1, 3 1, 2, 4 1, 3, 5 0.328
Cost 1/3, 1, 1 1, 2, 4 3, 5, 7 1/4, 1/2, 1 1, 1, 3 1, 2, 4 0.179

Dweel T. 1/5, 1/3, 1 1, 2, 4 3, 5, 7 1/5, 1/3, 1 1/4, 1/2, 1 1, 1, 3 0.134

𝑆𝑃𝐶 RSS Delay Jitter PLR Cost Dwell T. Weight
RSS 1, 1, 3 1/4, 1/2, 1 1/3, 1, 1 1, 3, 5 3, 5, 7 1/3, 1, 1 0.160

Delay 1, 2, 4 1, 1, 3 1, 3, 5 1, 3, 5 3, 5, 7 1, 2, 4 0.314
Jitter 1, 1, 3 1/5, 1/3, 1 1, 1, 3 3, 5, 7 1, 3, 5 1, 1, 3 0.210
PLR 1/5, 1/3, 1 1/5, 1/3, 1 1/7, 1/5, 1/3 1, 1, 3 1, 2, 4 1/7, 1/5, 1/3 0.071
Cost 1/7, 1/5, 1/3 1/7, 1/5, 1/3 1/5, 1/3, 1 1/4, 1/2, 1 1, 1, 3 1/7, 1/5, 1/3 0.048

Dwell T. 1, 1, 3 1/4, 1/2, 1 1/3, 1, 1 3, 5, 7 3, 5, 7 1, 1, 3 0.198

𝑆𝑃𝑆 RSS Delay Jitter PLR Cost Dwell T. Weight
RSS 1, 1, 3 1, 1, 3 1/5, 1/3, 1 1, 1, 3 1, 3, 5 1, 1, 3 0.187

Delay 1/3, 1, 1 1, 1, 3 1/3, 1, 1 1, 1, 3 1, 3, 5 1, 2, 4 0.178
Jitter 1, 3, 5 1, 1, 3 1, 1, 3 1, 3, 5 1, 3, 5 1, 3, 5 0.304
PLR 1/3, 1, 1 1/3, 1, 1 1/5, 1/3, 1 1, 1, 3 1, 2, 4 1, 1, 3 0.133
Cost 1/5, 1/3, 1 1/5, 1/3, 1 1/5, 1/3, 1 1/5, 1/3, 1 1, 1, 3 1/5, 1/3, 1 0.080

Dweel T. 1/3, 1, 1 1/4, 1/2, 1 1/5, 1/3, 1 1/3, 1, 1 1, 3, 5 1, 1, 3 0.117

[103]. We chose the SAW method due to its simplicity and relatively low processing time, which are critical

factors for effective decision-making in a highly dynamic environment. SAW method aims to calculate a

weighted sum of performance ratings for each RAT across various normalized attributes, as show in

Equation 6.13. The resulting score value represents the Quality of Experience (QoS) measure that a

vehicle user can achieve for a specific service by using one of the alternative networks. It also indicates

the probability of the evaluated network being selected for that particular service.

Wn · Un = 𝑤1𝑢1 +𝑤2𝑢2 + · · · +𝑤𝑖𝑢𝑖 (6.13)

By comparing the network score of the available candidate networks, our PM mechanism is employed

to regulate subflow utilization in the active MPTCP connections. It selects alternatives with the highest

scores to establish subflows, while excluding RATs with low scores from the connection based on a pre-

defined threshold. For instance, Figure 31 illustrates the probability of the Background service to access

the WLAN network with the variation of PLR and dwell time attributes. It should be noted that while six

parameters are utilized in the decision-making process, we have chosen to focus on the access probability

with respect to the two attributes due to limitations in representing the score variation for all parameters

together. A comparable outcome can be observed in Figure 30, which displays the probability of the Con-

versational service accessing the WLAN network based on the fluctuation of jitter and dwell time. Based

on the scores obtained, the PM will determine whether a subflow should be used as a backup, regular, or
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removed altogether. Indeed, a higher score corresponds to a greater probability of accessing the 802.11p

network for data transmission. For example, a score below 0.5 may indicate that the path has poor con-

ditions, and the associated subflows should be removed from the session. A score between 0.5 and 0.75

indicates acceptable path conditions; however, it is preferred for use in backup mode. A score above 0.75

identifies optimal path conditions, and the network should be used by the PM to establish regular subflow.
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Figure 30: The probability of Conversational service to access the WLAN with variation of dwell time and
jitter.

6.4 Performance Evaluation

This section details an emulation-based study conducted on the proposed PM scheme. We examine a

V2N communication scenario where an OBU equipped vehicle maintains network connectivity, accessing

a remote host through two wireless technologies, 802.11p and LTE, as shown in Figure 12. The main

focus is to evaluate the impact of proposed PM architecture and FAHP network selection mechanism on

the performance of the V2N communication. It is assumed that the cellular network is always accessi-

ble to the vehicle, while ad hoc connectivity with RSUs deployed at different locations is only available

intermittently along the road. To ensure reliable results, we configured the experimental platform as de-

scribed in Chapter 3. The proposed PM and with other applications were run in an isolated namespace

that is connected to the simulated vehicle. All experiments were conducted in real-time using upstream

Linux kernel v.15.9 and mptcpd v0.9. The network-related data, encompassing metrics like delay, RSS

(Received Signal Strength), PLR (Packet Loss Rate), and jitter, was diligently collected through the ns-3

network simulator. This information was then seamlessly transmitted to the PM for in-depth processing
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Figure 31: The probability of Background service to access the WLAN with variation of dwell time and
PLR.

and analysis. Simultaneously, the SUMO traffic simulator was pivotal in furnishing mobility-related in-

sights. It helps track key parameters like vehicle speed, precise positioning, and directional changes. This

comprehensive approach allowed for a holistic understanding of the network and mobility dynamics, facil-

itating more informed decision-making within the system. To configure a single subflow per interface for

each MPTCP connection, we used the latest version of iptools2. Furthermore, we employed iperf3
to generate traffic between the vehicle and remote host.

6.4.1 Seamless connectivity

As the vehicle moves on the road within a multi-access environment, frequent handovers are expected.

Figure 32 depicts the average throughput per interface and the total achieved throughput during an MPTCP

session, where the vehicle uploads data to the server at a rate of 1 Mbps, using the Background service

profile.

In the initial phase, the PM received favorable scores for both the 802.11p and LTE interfaces via

FAHP. This enabled the PM to instruct MPTCP to harness both interfaces concurrently for transmitting a

single data stream. As the path conditions, including delay and available bandwidth, closely resembled

each other on these two paths, the scheduler efficiently allocated a proportionate share of the data to

each interface. However, at 𝑡1 = 6𝑠𝑒𝑐, the LTE path experienced a notable decline in its score, leading

to its demotion to a backup path. Consequently, only the WLAN interface remained active for subsequent

data transmission. This transition was instigated by the reduced score on the cellular network, prompting
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LTE + WLAN LTE(BKP) + WLAN LTE + WLAN(BKP)

Figure 32: The throughput of the MPTCP session with intelligent path menegment.

the PM to optimize the data flow by relying solely on the WLAN interface.

Around time 𝑡2 = 20𝑠𝑒𝑐, the vehicle moves out of the RSU coverage area, resulting in a decrease in

the WLAN network path’s score. As a result, the PM instructs the kernel to remove the subflow on the

that interface, and only the cellular network is used for further data transmissions. The PM removes the

backup status of the cellular network, allowing the packet scheduler to resume using the LTE interface for

data transmission. Simultaneously, the PM designated the 802.11p interface as the backup, considering

its score. Afterward, the PM moves the lossy path to the backup mode in order to prevent it from being

used for data transmission. The underperforming subflow could be removed from the MPTCP session if

the network score drops below the predefined threshold, as per the proposed PM algorithm. Figure 33

depicts the evolution of Data Sequence Number (DSN) during a handover from a WLAN to an LTE network.

This comparison illustrates how MPTCP behaves both before (Figure 33(a)) and after (Figure 33(b)) our

path manager is enabled. These figures clearly demonstrate that our path manager can proactively and

smoothly switch the connection from one network to another without introducing any delays or interruptions

in the data flow. Our path manager can also dynamically reactivate the suspended subflow when the path

quality (i.e., score) improves, thereby continuously optimizing the network performance by adapting to

changing conditions.

During an MPTCP session, the connection can migrate from one access technology to another multiple

times, but any interruption in service will be perceived at the application layer. Our PM is designed

to predict deteriorating network conditions and proactively take appropriate corrective actions to ensure

service continuity, before the links eventually break. In the case of the vehicle moving away from the RSU, a

drop in network score is observed. Therefore, according to our algorithm, the subflow must be suspended

as soon as the score drops below the predefined threshold to ensure seamless handover and uninterrupted
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Figure 33: The behavior of the MPTCP during the handover.
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service delivery. This demonstrates the effectiveness of the proposed PM mechanism in providing service

continuity and dynamic subflow control for moving vehicles over heterogeneous networks.

6.4.2 Application delay

Our path manager was tested in a Manhattan-like urban scenario with bidirectional streets and one lane

per direction. During the simulation, the vehicle follows a designated trajectory, moving through various

coverage areas while performing data transfer with the remote host. The scenario aimed to assess the

algorithm’s effectiveness for V2N communication with various infrastructure node deployments. The LTE

and IEEE 802.11p interfaces were installed in all vehicles, which ran the Cooperative Awareness Message

(CAM) service to exchange real-time information. The scenario featured a single LTE base station and a

set of RSUs distributed uniformly at random intersections.

Applications with real-time requirements, such as media streaming, are highly susceptible to frequent

handovers and path variation, leading to increased data delivery latency and perceivable jitter. To effec-

tively monitor any fluctuations in application delay during the handover, we generate traffic with a times-

tamp embedded in each data segment. Our approach involves measuring the end-to-end delay, which

is determined by calculating the time taken for a packet to leave the source application and reach the

destination application. We record the arrival time of each data segment received, and by comparing the

timestamps, we can accurately determine the end-to-end application delay. In order to ensure precision

in our measurements, our emulation setup employs a same hardware clock across all communication

endpoints.
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Figure 34: The end-to-end delay during the handover event.

We conducted two identical simulations to compare the effectiveness of our PMwith the default MPTCP

scheme. In one test, we disabled our PM, while in the other, we enabled it. Each simulation lasted for one

hour and involved uploading files of varying sizes from the vehicle to the server. Following the completion
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Table 8: Network parameters variation

RSS(dBm) Delay(ms) Jitter(ms) PLR(%) Cost Dwell Time(s)
LTE -100:30 5:80 2:50 1:10 15:45 30:600
WLAN -100:30 20:250 5:100 2:20 0:20 5:120

of the simulations, we compared the end-to-end delay, and represented the results in Fig. 34. Our findings

reveal that the standard MPTCP scheme led to a notable increase in the application layer delay during

handover, ultimately resulting in connection glitches. Unlike, our proposed PM scheme demonstrated a

considerable reduction in delay during VHO by effectively controlling subflow usage from the userspace,

optimizing network performance and ensuring uninterrupted service for vehicular users.

6.4.3 Network selection probability

This experiment illustrates the response produced by FAHP network selection algorithm under different

network conditions for three types of services: background, conversational, streaming. This demonstration

provides insight into the algorithm’s efficacy and suitability for different network scenarios. We conducted

experiments by varying parameters that impact the performance of multipath vehicular communications,

including signal strength, delay, jitter, packet loss rate, price and dwelling time. We simulated 10000

network selections activities for each service type by generating random network attributes, as listed in

Table 8.

Figure 35 displays the statistical probability of each network type being selected for different service

profiles after completing the experiment. The figure illustrates how the FAHP algorithm adapts to diverse

service requirements by creating regular and backup (BKP) subflows through available networks. Our

algorithm takes into account the service characteristics and network environment to ensure a balanced

probability of selecting each type of network. However, it is more inclined to select the cellular network,

which is better aligned with the services under consideration in terms of packet losses, latency, and

residence time.

WLAN is more likely to be selected for background services due to its low cost and acceptable packet

loss rate, while LTE has the highest selection probability for delay-sensitive applications. For conversational

services, low delay and jitter are important, as well as a long-lived and stable connection with the same

infrastructure node to avoid frequent handovers and potential interruptions during service. Therefore,

cellular networks are preferred for creating subflows, while WLAN networks are mostly considered as

backup paths.
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Figure 35: The statistical probability of each type of network to be selected.
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Chapter 7

Conclusions and Future work

The integration of different RATs is anticipated to fulfill multiple requirements within ITS. Future Internet

of Vehicles (IoV) landscapes envision the coexistence of various wireless interfaces with heterogeneous

capabilities. The integration of communication technologies will enable vehicles to facilitate efficient data

exchange and support a wide range of vehicular applications, ultimately contributing to developing safer,

more efficient, and interconnected transportation systems. Multipath communication offers numerous

advantages, including improved connection reliability and increased throughput. The potential of multi-

path communication to revolutionize highly mobile vehicular networks has been explored in this thesis.

The limited literature on this topic suggests that existing multipath designs are unsuitable for highly dy-

namic networks. Given this challenge, we began our investigation with the goal of adopting the multipath

approach to manage RAT interoperability. In particular, we examine the MPTCP as a potential solution to

address seamless mobility in vehicular networks.

Hence, this work primarily addresses the challenge of minimizing disconnection time and its adverse

effects to vehicular communication. To tackle this issue, we introduce a novel method that enables seam-

less and simultaneous connections to available networks. As a consequence, our approach proactively

anticipates potential mobile handovers, leveraging a soft and efficient utilization of a logical interface.

This implementation significantly reduces handover latency and reduces packet loss, which in turn im-

proves the overall system’s performance. Furthermore, our proposed method ensures the uninterrupted

continuity of sessions for the vehicle whenever possible. Moreover, this framework exhibits the potential

for extending its capabilities to optimize traffic load balancing by intelligently routing distinct data flows

through diverse networks.

Chapter 3 presents the emulation framework used to analyze multipath connectivity in heterogeneous

vehicular environments without setting up a real network. The framework is based on the ns-3 platform,

enabling interaction with real systems and access to the functionalities of container-based nodes within

the simulation. The proposed emulation method has been rigorously validated for accuracy and reliability

across various scenarios. We conducted an illustrative study that examined the behavior of MPTCP when

used over ad-hoc and cellular wireless networks within the context of vehicular mobility. Furthermore, a
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detailed description of the emulation environment and key limitations is given. Moreover, this methodology

can be used in a wide range of use cases beyond the scope of MPTCP, thanks to its support for real

applications. To help other researchers set up and use similar emulation frameworks, we’ve made all

code examples, scripts, and results available to the public.

In Chapter 4, we investigated MPTCP and its relevance in heterogeneous vehicular networks. Our

exploration starts by looking at the advantages and challenges of multipath communication in the scope of

ITS. We presented a comprehensive overview of the issues associated with conventional path management

and packet scheduler strategies in dynamic environments. To address these challenges, we introduced a

cross-layer Path Management (PM), which leveraged interactions between upper and lower protocol stack

layers to enhance the accuracy of path management. The proposed PM operates within the userspace

and can dynamically adjust subflow usage in response to frequent changes in the link quality.

Chapter 5 provides a comprehensive analysis of the performance of the proposed Cross-layer Path

Manager. To begin, we detail the methodology and techniques employed in the evaluation process. This

encompasses insights into the experimental setup and the procedures for data collection. Leveraging

our emulation framework, we illustrate how the proposed strategy can grantee seamless mobility across

heterogeneous networks, resulting in a substantial reduction in handover latency and the occurrence

of out-of-order packet delivery. The chapter examines the results derived from these experiments and

thoroughly investigates their implications, and compares the performance of MPTCP with and without the

activation of our path manager.

In our research, we directed our focus toward a practical V2N (Vehicle-to-Network) scenario, which is

the most probable application of the multipath approach in heterogeneous networks. Within this scenario,

a vehicle is equipped with ad-hoc and cellular interfaces, enabling it to communicate seamlessly with

a remote host while moving on the road. This scenario provided a suitable and realistic context for

conducting in-depth investigations of the proposed solutions for non-safety critical applications. As a result,

the proposed PM scheme significantly improved communication performance, enabling faster path failure

detection and recovery compared to the standard MPTCP. By implementing dynamic and proactive subflow

management techniques, our PM algorithm aims to provide reliable and uninterrupted connectivity while

optimizing the utilization of accessible network links. The outcome is a more efficient exploitation of

network resources, contributing significantly to overall system performance enhancement.

Chapter 6 significantly advances our research, substantially improving the path selection algorithm.

Our enhanced algorithm relies on the Fuzzy Analytic Hierarchy Process (Fuzzy AHP), considering multiple

network attributes. These attributes include loss rate, dwelling time, delay, jitter, price, and signal strength.

By incorporating a comprehensive set of attributes, our network selection algorithm achieves higher accu-

racy, ensuring optimal network selections in dynamic vehicular environments. The algorithm involves the

calculation of attribute utility values and objective weights and assigning scores to evaluate each available

access technology dynamically. Furthermore, our PM scheme takes application requirements into deep

consideration. It performs network selection for various service types individually, ensuring that the most
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suitable network is selected for each actively running application. This tailored approach guarantees opti-

mal network choices for diverse application scenarios, enhancing overall network performance and user

experience.

The outcome of this approach is a highly efficient utilization of network resources precisely aligned with

the unique requirements of each application. This meticulous tailoring significantly elevates the overall

system performance and the quality of the user experience. Moreover, our network selection algorithm

maintains its operation at the application layer, allowing the flexibility to extend or modify the path selection

methodology easily. The emulation experiments demonstrate that the proposed algorithm can manage

multipath connections seamlessly. This dynamic control ensures uninterrupted communication, even in

complex environments such as vehicular networks.

7.1 Future work

The testing conducted with our path manager in this study primarily relies on emulation. While emulation

serves as a valuable initial testing environment, it is essential to acknowledge the necessity for real-world

testing to evaluate the performance of the presented solution. Numerous unpredictable factors can signif-

icantly influence connection performance in real networks, affecting multi-RAT vehicle equipment’s func-

tionality. Real-world networks frequently exhibit variable delays, packet losses, and fluctuating bandwidth

conditions. These dynamic network conditions can have a significant impact on the overall performance of

the developed PM. While our test bed framework closely simulates real-world vehicular heterogeneous en-

vironments, achieving the most accurate and comprehensive insights into these dynamic factors and their

potential effects on the MPTCP protocol and our proposed path manager necessitates further real-world

testing.

Additionally, it’s worth noting that this thesis primarily focuses on the V2N scenario, particularly related

to Internet access. V2N communications can be facilitated through various available vehicular communi-

cation technologies and typically entail less stringent requirements regarding delay and reliability. How-

ever, it is essential to highlight that other communication scenarios encompassing a broader spectrum

of transportation elements, such as pedestrians, vehicles, road infrastructure, and cloud environments,

could be subject to evaluation in future research. Using our multi-RAT scheme could empower vehicles

with enhanced information access and significantly contribute to the development of IoV.

The findings presented in this study primarily center on the utilization of two prominent heterogeneous

networks, namely LTE and IEEE 802.11p. These networks were chosen due to their strong potential

for delivering effective V2N communication services in the future. However, it’s vital to acknowledge

that the landscape of wireless technologies is vast and continuously evolving. While our research offers

valuable insights into the feasibility and advantages of multipath communication in the context of these

two networks, it represents only a fraction of the broader vehicular network ecosystem. To provide a

more comprehensive understanding of vehicular communication and multipath strategies, the inclusion of
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additional RATs is essential. This expanded scope would enable us to perform amore detailed and accurate

comparison across various networks. These additional RATs could encompass emerging technologies or

existing ones, such as 5G, Wi-Fi 6, or other dedicated vehicular communication protocols. The multipath

protocol, operating at the transport layer, stands out as a versatile and technology-agnostic solution. This

adaptability and flexibility guarantee its effective management of data transmission, regardless of the type

and quantity of RATs available. As a result, the addition of any extra RAT is anticipated to be a seamless

and straightforward process.

In addition to real-world testing, conducting a comparative analysis with other multipath protocols

is important to gain a comprehensive understanding of their performance. For example, the MPQUIC

protocol, which has recently been standardized and is getting attention from different groups, is a valuable

candidate to compare with MPTCP in the vehicular situation. MPQUIC is an extension of the QUIC protocol,

a reliable transport protocol built upon UDP, offering functionality similar to TCP while introducing features

like data multiplexing and prioritization. MPQUIC provides a framework that facilitates the utilization of

multi-streaming functionality. Moreover, MPQUIC implementations can be readily integrated as libraries

within regularly updated applications. It is expected that our PM scheme can seamlessly integrate into

MPQUIC since it is entirely implemented at the application layer, requiring no direct interaction with the

kernel. This design simplifies the process of extension and adoption, making it easier to integrate and

conduct further testing.

Furthermore, the integration of more advanced techniques, such as artificial intelligence (AI), holds

promise for enhancing the network selection algorithm. The dense environment characterized by multiple

RATs poses significant challenges in network selection due to the need for more frequent and intricate

decision-making processes. Integrating artificial intelligence into ultra-dense heterogeneous vehicular net-

works can revolutionize network selection, making it more efficient and intelligent. This development

aligns with the evolving landscape of 5G, where intelligence is becoming a fundamental feature. Contrary

to the current access network architecture, 5G is expected to embrace a user-centric access network struc-

ture. This shift will empower vehicles with enhanced capabilities to meet a wide range of communication

needs effectively. Vehicles equipped with intelligent OBUs have been at the forefront of advancing artificial

intelligence and represent a significant commercial opportunity.
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Appendix A

Userspace path manager
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Figure 36: The building blocks of the userspace path manager.
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Appendix B

Calculation of the criteria weigth vector

###############################################################################
This code implements the Fuzzy AHP method to assign weights to criteria or
alternatives in a decision-making process. It is used to handle uncertain and
imprecise data in multi-criteria decision analysis, providing a structured way
to make informed decisions based on a set of criteria.

The function returns four sets of values: the fuzzy weights (f_w),
crisp weights (d_w), normalized weights (n_w), and the consistency ratio (rc).

###############################################################################

# Required Libraries
import numpy as np

# Function: Fuzzy AHP
def fuzzy_ahp_method(dataset):

row_sum = []
s_row = []
f_w = []
d_w = []
inc_rat = np.array([0, 0, 0, 0.58, 0.9, 1.12, 1.24, 1.32, 1.41,

1.45, 1.49, 1.51, 1.48, 1.56, 1.57, 1.59])
X = []
for i in range(len(dataset)):

for item in dataset[i]:
value = (item[0] + 4 * item[1] + item[2]) / 6
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APPENDIX B. CALCULATION OF THE CRITERIA WEIGTH VECTOR

X.append(value)
X = np.asarray(X)
X = np.reshape(X, (len(dataset), len(dataset)))
for i in range(0, len(dataset)):

a, b, c = 1, 1, 1
for j in range(0, len(dataset[i])):

d, e, f = dataset[i][j]
a, b, c = a*d, b*e, c*f

row_sum.append( (a, b, c) )
L, M, U = 0, 0, 0
for i in range(0, len(row_sum)):

a, b, c = row_sum[i]
a = a**(1/len(dataset))
b = b**(1/len(dataset))
c = c**(1/len(dataset))
s_row.append( ( a, b, c ) )
L = L + a
M = M + b
U = U + c

for i in range(0, len(s_row)):
a, b, c = s_row[i]
a, b, c = a*(U**-1), b*(M**-1), c*(L**-1)
f_w.append( ( a, b, c ) )
d_w.append( (a + b + c)/3 )

n_w = [item/sum(d_w) for item in d_w]
vector = np.sum(X*n_w, axis = 1)/n_w
lamb_max = np.mean(vector)
cons_ind = (lamb_max - X.shape[1])/(X.shape[1] - 1)
rc = cons_ind/inc_rat[X.shape[1]]
return f_w, d_w, n_w, rc

###############################################################################
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