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Abstract

Singularity subtraction for linear weakly singular Fredholm integral equations of the second kind
is generalized to nonlinear integral equations. Two approaches are presented: The Classical Ap-
proach discretizes the nonlinear problem, and uses some finite dimensional linearization process
to solve numerically the discrete problem. Its convergence is proved under mild hypotheses
on the nonlinearity and the quadrature rule of the singularity subtraction scheme. The New
Approach is based on linearization of the problem in its infinite dimensional setting, and dis-
cretization of the sequence of linear problems by singularity subtraction. It is more efficient than
the former, as two numerical experiments confirm.

1 A Brief Introduction to Singularity Subtraction
The reference Banach space is the set X := C0([a , b],R) of continuous functions from [a , b] to
R, with the supremum norm. We consider the Urysohn integral operator K defined by

K(x)(s) :=

∫ b

a
g(|s− t|)N(s, t, x(t)) dt for all x ∈ X , s ∈ [a , b],

where g is a weakly singular function in the following sense:
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1. g(0+) = +∞
2. g ∈ L1([0 , b−a] ,R)
3. g is either

(3a) a continuous decreasing nonnegative function on ]0 , b−a],
or

(3b) a continuous decreasing nonnegative function on ]0 , (b−a)/2], symmetric with respect
to the midpoint of [0 , b−a].

Typical examples of the case (3a) are

g(r) := − log r for all r ∈ ]0 , 1],

g(r) :=
1

2
√
r
for all r ∈ ]0 , 1],

which will be treated numerically in Subsection 5.1 and Subsection 5.2, respectively, and a typical
example of the case (3b) is

g(r) := log 2− log(1− cos 2πr) for all r ∈ ]0 , 1[,

where log denotes the Neperian logarithm. This example will be handled in Subsection 5.3.

The factor N , containing the values x(t) ∈ R of the functional variable x ∈ X for t ∈ [a , b], is a
continuous function

N : [a , b]× [a , b]× R → R
(s, t, u) 7→ N(s, t, u)

with continuous partial derivative with respect to the third variable.

Then K maps X into itself, is compact and Fréchet-differentiable at any point of X .

When N(s, t, x(t)) := κ(s, t)x(t) for some continuous function κ : [a , b]×[a , b] → R, then K is
a linear bounded operator from X into itself.

In this paper, we are interested in the general, possibly nonlinear, case.

The main idea of the singularity subtraction method is to compensate the singularity of the
function (s, t) 7→ g(|s − t|) along the diagonal s = t, by multiplying g(|s − t|) by the factor
N(s, t, x(t))−N(s, s, x(s)) that tends to 0 as t→ s.

This leads to rewrite K as

K(x)(s) =

∫ b

a
g(|s− t|)(N(s, t, x(t))−N(s, s, x(s))) dt+N(s, s, x(s))

∫ b

a
g(|s−t|) dt.(1)
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The singularity subtraction method builds an approximation of K as it is written in (1), and, as
described in [4] for the linear case, it is a double approximation scheme consisting of truncation
and numerical integration.

The ideas worked out in [1, 4] for the linear case, are extended here to the nonlinear case.

Truncation: Given δ ∈ ]0 , b − a[, we replace g with the so-called δ-truncated approximation
g
δ
. This function coincides with g outside an interval of length δ, contaning the abscissa that

provoques the singularity, and is constantly equal to g(δ) in that interval. Hence g
δ
is a contin-

uous function. In the sequence of singularity subtraction approximations, the role of δ is played
by a sequence (δn)n≥2 in ]0 , b− a[ leading to the function g

δn
defined by

g
δn
(r) :=

{
g(δn) for all r ∈ [0 , δn ],
g(r) for all r ∈ ]δn , b− a]

for a function g satisfying (3a), or

g
δn
(r) :=


g(δn) for all r ∈ [0 , δn ],
g(r) for all r ∈ ]δn , b−a−δn [,
g(δn) for all r ∈ [b−a−δn , b−a]

for a function g satisfying (3b).

Numerical integration: To proceed with the singularity subtraction scheme —like in the
linear case— we define a general grid with n ≥ 2 points on [a , b]:

a ≤ t̂n,1 < t̂n,2 < . . . < t̂n,n ≤ b.(2)

This grid is called the basic grid, and it determines n− 1 subintervals of [a , b].

The first integral of (1), after replacing g with g
δn
, is approximated by some quadrature rule

Qn with pn nodes depending on the nodes of the basic grid. For instance, if Qn is the composite
trapezoidal rule, then the quadrature grid is the basic grid, so p

n
= n; if Qn is the composite

Simpson rule, then its nodes are the points of the basic grid and the mid-points of the cor-
responding subintervals, and hence p

n
= 2n − 1. For some other rules Qn, the nodes are the

so-called Gaussian points that are obtained by shifting to each subinterval of the basic grid
the zeros of a polynomial of a given degree m belonging to a complete sequence of orthogonal
polynomials in some particular Hilbert space, and hence p

n
= m(n−1). In this paper, numerical

experiments will be worked out with the midpoint rectangular rule for which p
n
= n− 1.

As in [1], intervals of integer numbers are denoted by [[ · , · ]].
Let the p

n
nodes of Qn be denoted by tp

n
,j , j ∈ [[1 , p

n
]], and numbered so that

a ≤ tp
n
,1 < · · · < tp

n
,p
n
≤ b.
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Let the p
n
weights of Qn be denoted by wp

n
,j , j ∈ [[1 , p

n
]]. We suppose that they are all positive,

and that there exists a constant γ̂ > 0 satisfying

(3)
∑

tp
n
,j∈J
wp

n
,j ≤ γ̂ (d− c) when a ≤ c < d ≤ b, and J is ]c , d] or [c , d[

(cf. hypothesis (H) in [1], page 225). Almost all commonly used quadrature rules satisfy (3).
The constant γ̂ plays an active role in the proof of Theorem 1.

Ideally,
∫ b

a
g(|s− t|) dt should be available in closed form, and this is sometimes possible. For

instance, if a primitive G of g is available, then

f(s) :=

∫ b

a
g(|s− t|) dt = G(s−a) +G(b−s)− 2G(0) for all s ∈ [a , b].(4)

Otherwise, a specially fine numerical quadrature formula should give an accurate value of this
integral for any fixed value of s ∈ [a , b].

Formula (4) is particularly useful to prove some properties of f such as its symmetry with respect
to (a+ b)/2, and that it is a strictly increasing function on [a , (a+ b)/2] for example.

The exact problem to be solved numerically is the following:

For y ∈ X , find ϕ ∈ X such that ϕ = K(ϕ) + y,(5)

i.e. find ϕ ∈ X such that
F(ϕ) = 0,

where F : X → X is the operator defined by

F(x) := x−K(x)− y for all x ∈ X .

We assume that the linear bounded operator I − K ′(ϕ) : X → X has a bounded inverse
(I −K ′(ϕ))−1 : X → X , where K ′(x) denotes the Fréchet-derivative of K at x ∈ X . Hence ϕ
is an isolated solution of (5).

Two approaches, both using a singularity subtraction scheme, are presented in this paper. The
first one, called here the Classical Approach, has been proposed by the authors in [2]. The
second one is presented here for the first time. It constitutes an extension to singularity sub-
traction approximations of the method developed by the authors for norm convergent projection
approximations in [7, 8].
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2 Basics on Convergence
Consider the basic grid (2), define hn,j := t̂n,j+1 − t̂n,j for j ∈ [[1 , n− 1 ]], and

hn := max
j∈[[1 , n−1 ]]

hn,j .

The singularity subtraction technique, as presented in [4], relates truncation and numerical
integration through the following condition on the sequences (δn)n≥2 and (Qn)n≥2:

There exist constants α1 > 0 and β1 > 0 such that

α1hn ≤ δn ≤ β1hn for all n ≥ 2,

i.e. the width of truncation must tend to zero at the same rate as the mesh size.

These considerations lead to approximate K, as written in (1), by the following operator Kn:
For all x ∈ X , and s ∈ [a , b],

Kn(x)(s) :=

p
n∑

j=1

wp
n
,jgδn(|s−tpn,j |)

(
N(s, tp

n
,j , x(tp

n
,j))−N(s, s, x(s))

)
+N(s, s, x(s))

∫ b

a
g(|s− t|) dt.

The approximate equation, to be solved exactly, is: Find ϕ
n
∈ X such that

ϕ
n

= Kn(ϕn) + y,(6)

i.e. Fn(ϕn) = 0, where Fn : X → X is the operator defined by

Fn(x) := x−Kn(x)− y for all x ∈ X .

Let p→ denote pointwise convergence, n→ norm convergence, cc→ collectively compact convergence
(cf. [3]), and ν→ the ν-convergence (cf. [1]).

The Fréchet-derivatives T := K ′ and Tn := (Kn)
′ at ϕ are given by:

(T (ϕ)f)(s) =

∫ b

a
g(|s− t|)∂N

∂u
(s, t, ϕ(t))f(t) dt,

(Tn(ϕ)f)(s) =

p
n∑

j=1

wp
n
,j gδn(|s−tpn,j |)

∂N

∂u
(s, tp

n
,j , ϕ(tp

n
,j))f(tp

n
,j)

−
p
n∑

j=1

wp
n
,j gδn(|s−tpn,j |)

∂N

∂u
(s, s, ϕ(s))f(s)

+
∂N

∂u
(s, s, ϕ(s))f(s)

∫ b

a
g(|s− t|) dt
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for f ∈ X , s ∈ [a , b].

We define, for all x ∈ X , and s ∈ [a , b],

(Ux)(s) :=

∫ b

a
g(|s− t|)x(t) dt,

(Unx)(s) :=

p
n∑

j=1

wp
n
,jgδn(|s−tpn,j |)x(tpn,j).

By (3), Un
cc→ U , so Un

p→ U (cf. Proposition 4.18 in [1], page 227).

Lemma 1 Tn(ϕ)
p→ T (ϕ) and Tn(ϕ)

ν→ T (ϕ).

Proof: As Tn(ϕ) and T (ϕ) are bounded linear operators, we use the results of [4].

Let us consider the decomposition Tn(ϕ) = Sn(ϕ) + En(ϕ), where

(Sn(ϕ)f)(s) :=

p
n∑

j=1

wp
n
,j gδn(|s−tpn,j |)

∂N

∂u
(s, tp

n
,j , ϕ(tp

n
,j))f(tp

n
,j),

(En(ϕ)f)(s) :=
∂N

∂u
(s, s, ϕ(s))f(s)

(∫ b

a
g(|s− t|) dt−

p
n∑

j=1

wp
n
,j gδn(|s−tpn,j |)

)
=

∂N

∂u
(s, s, ϕ(s))f(s)

(
(Ue)(s)− (Une)(s)

)
for all f ∈ X , and e(s) := 1 for all s ∈ [a , b].

Since (s, t, u) 7→ ∂N

∂u
(s, t, u) is a continuous function, and since (3) holds, then Tn(ϕ) and Sn(ϕ)

satisfy the hypotheses of Proposition 4.18 in [1], page 227, and Sn(ϕ)
cc→ T (ϕ).

Hence Sn(ϕ)
p→ T (ϕ). Since T (ϕ) is compact because K is compact. Sn(ϕ)

ν→ T (ϕ).

For all f ∈ X such that ‖f‖ = 1,

‖En(ϕ)f‖ ≤ ‖Une− Ue‖ max
s∈[a ,b]

∣∣∣∂N
∂u

(s, s, ϕ(s))
∣∣∣

that tends to 0 as n→∞ because Un
p→ U . Hence En(ϕ)

n→ O, so Tn(ϕ)
p→ T (ϕ).

This proves that Tn(ϕ)
ν→ T (ϕ) (cf. Lemma 2.2 (b) (i) in [1], page 73).
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Lemma 2 For all n large enough, I − Tn(x) is invertible for all x close enough to ϕ, and the
inverse operator (I − Tn(x))−1 is uniformly bounded with respect to n.

Proof: Since (I − T (ϕ))−1 exists, and Tn(ϕ)
ν→ T (ϕ), there exists n0 ≥ 2 such that, for all

n ≥ n0,
‖(I − T (ϕ))−1‖ ‖

(
Tn(ϕ)− T (ϕ)

)
Tn(ϕ)‖ < 1.

Hence (I − Tn(ϕ))−1 exists and is uniformly bounded (cf. [4], page 413). By continuity, the
same holds for (I − Tn(x))−1 for all x close enough to ϕ.

Lemma 3 Fn is locally invertible with continuous inverse in a neighborhood of 0.

Proof: I −Kn is a continuously differentiable operator from the Banach space X into itself. By
the Inverse Function Theorem, I − Tn(ϕ), being invertible, there is a neighborhood of ϕ where
I −Kn is invertible with continuous inverse in some neighborhood of y. Hence F−1n exists and
is continuous in some neighborhood of 0.

Lemma 4
(
Kn

)
n≥2 is pointwise convergent to K, and

(
Fn
)
n≥2 is pointwise convergent to F .

Proof: An auxiliary operator K̂n is used in the proof. For all x ∈ X , and s ∈ [a , b], define

K̂n(x)(s) :=

p
n∑

j=1

wp
n
,j gδn(|s−tpn,j |)N(s, tp

n
,j , x(tp

n
,j)).

Kn can be rewritten as

Kn(x)(s) = K̂n(x)(s) +N(s, s, x(s))(U − Un)e(s).

Define
σ(x) := max

(s,t)∈[a ,b]×[a ,b]
|N(s, t, x(t))|,

which is finite because of the continuity of N in its three variables, and that of x in its single
one. In the linear case, σ(x) = ρ‖x‖ for some constant ρ > 0. Now,

|Kn(x)(s)− K̂n(x)(s)| ≤ σ(x)‖(U − Un)e‖ → 0 and ‖Kn(x)− K̂n(x)‖ → 0 as n→∞,

since Un
p→ U . Following the ideas of the proof of Proposition 4.18 in [1], we decompose

K̂n(x)−K(x) = λδ + µn + ηn,
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where λδ, µn and ηn are defined as follows. Let γ̂ > 0 be the constant introduced in (3). Given

ε > 0, there exists δ ∈ ]0 , b− a] such that
∫ δ

0
g(u) du <

ε

18
min{1 , 1

3γ̂
}. Set

λδ(s) :=

min{b,s+δ}∫
max{a,s−δ}

(g(δ)− g(|s− t|))N(s, t, x(t))dt,

µn(s) :=

p
n∑

j=1

wpn,j(gδn(|s−tpn,j |)− gδ(|s−tpn,j |))N(s, tpn,j , x(tpn,j)),

ηn(s) :=

p
n∑

j=1

wpn,jgδ(|s−tpn,j |)N(s, tpn,j , x(tpn,j))−
∫ b

a
g
δ
(|s−t|)N(s, t, x(t)) dt.

Then the following upper bounds hold for all n greater than some integer n0(x):

|λδ(s)| ≤ 6 σ(x)

∫ δ

0
g(u) du ≤ σ(x)

3
ε,

|µn(s)| ≤ σ(x)
( ∑
|s−tp

n
,j |<δ

wpn,jgδn(|s−tpn,j |) + 2γ̂δg(δ)
)
≤ σ(x)

3
ε,

|ηn(s)| ≤
σ(x)

3
ε.

Since

|K̂n(x)(s)−K(x)(s)| ≤ |λδ(s)|+ |µn(s)|+ |ηn(s)| ≤ σ(x)ε,

we conclude that K̂n
p→ K, Kn

p→ K, and Fn
p→ F .

3 The Classical Approach: Discretize First
We recall that

(
Qn

)
n≥2 is a sequence of composite quadrature rules with nodes

(
tp
n
,j

)p
n
j=1

and
weights

(
wp

n
,j

)p
n
j=1

, satisfying (3).

If we take the values of (6) at tp
n
,i, i ∈ [[1 , p

n
]], we get the following, possibly nonlinear, system
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of order p
n
:

xn(i) =

p
n∑

j=1

wp
n
,j gδn(|tpn,i−tpn,j |)(N(tp

n
,i, tp

n
,j , xn(j))−N(tp

n
,i, tp

n
,i, xn(i)))

+N(tp
n
,i, tp

n
,i, xn(i))

∫ b

a
g(|tp

n
,i − t|) dt+ y(tp

n
,i),

where the unknowns correspond to the grid values of ϕ
n
:

xn(i) := ϕ
n
(tp

n
,i) for all i ∈ [[1 , p

n
]].

This system of order p
n
can be written as

Fn(xn) = 0,(7)

where, for all x ∈ Rpn×1, and i ∈ [[1 , p
n
]],

Fn(x)(i) := x(i)−
p
n∑

j=1

wp
n
,j gδn(|tpn,i−tpn,j |)((N(tp

n
,i, tp

n
,j , x(j))−N(tp

n
,i, tp

n
,i, x(i)))

−N(tpn,i, tpn,i, x(i))

∫ b

a
g(|tpn,i − t|) dt− y(tpn,i)

= x(i)−
p
n∑

j=1

wp
n
,j gδn(|tpn,i−tpn,j |)N(tp

n
,i, tp

n
,j , x(j))

+N(tp
n
,i, tp

n
,i, x(i))

( p
n∑

j=1

wp
n
,j gδn(|tpn,i−tpn,j |)−

∫ b

a
g(|tp

n
,i − t|) dt

)
− y(tp

n
,i).

System (7) must be solved accurately by some numerical method like, for instance, Gauss’
method in the linear case, and Newton’s method —as described in the sequel— in the nonlinear
case.

The Jacobian matrix of Fn : Rpn×1 → Rpn×1 at x ∈ Rpn×1 is given by

F ′n(x)(i, j) = δi,j − wp
n
,j gδn(|tpn,i−tpn,j |)

∂N

∂u
(tp

n
,i, tp

n
,j , x(j))

+δi,j
∂N

∂u
(tp

n
,i, tp

n
,i, x(i))

( p
n∑

`=1

wp
n
,j gδn(|tpn,i−tpn,`|)−

∫ b

a
g(|tp

n
,i − t|) dt

)
,

where δi,j is the Kronecker delta, and i, j ∈ [[1 , p
n
]].
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The Newton’s sequence
(
x
[k]
n

)
k≥0 in Rpn×1 is defined, for a given starting column x

[0]
n ∈ Rpn×1,

by

F ′n(x
[k]
n ) x[k+1]

n = F ′n(x
[k]
n ) x[k]n − Fn(x

[k]
n ) for all k ≥ 0,

where x
[k+1]
n is the unknown, i.e.

(In − A[k]
n − B[k]

n ) x[k+1]
n = a[k]n ,

where In is the identity matrix of order p
n
, and, for all i, j ∈ [[1 , p

n
]],

A[k]
n (i, j) := wpn,j gδn(|tpn,i−tpn,j |)

∂N

∂u
(tpn,i, tpn,j , x

[k]
n (j)),(8)

B[k]
n (i, j) := δi,j

∂N

∂u
(tpn,i, tpn,i, x

[k]
n (i))

(∫ b

a
g(|tpn,i−t|) dt−

p
n∑

`=1

wp
n
,` gδn(|tpn,i−tpn,`|)

)
,(9)

and

a[k]n (i) := y(tpn,i)(10)

+
(
N(tp

n
,i, tp

n
,i, x

[k]
n (i))−x[k]n (i)

∂N

∂u
(tp

n
,i, tp

n
,i, x

[k]
n (i))

)(∫ b

a
g(|tp

n
,i−t|) dt−

p
n∑

`=1

wp
n
,`gδn(|tpn,i−tpn,`|)

)
+

p
n∑

j=1

wp
n
,j gδn(|tpn,i−tpn,j |)

(
N(tp

n
,i, tp

n
,j , x

[k]
n (j))− ∂N

∂u
(tp

n
,i, tp

n
,j , x

[k]
n (j))x[k]n (j)

)
.

For n fixed, and under suitable hypotheses on Fn and x
[0]
n , the sequence

(
x
[k]
n

)
k≥0 is quadratically

convergent with limit xn, the column of values of ϕ
n
at the nodes

(
tp
n
,j

)p
n
j=1

.

Theorem 1 (On the convergence of the Classical Approach)
The sequence

(
ϕ
n

)
n≥2 is convergent with limit ϕ.

Proof: Since F and Fn are invertible and Fréchet-differentiable, the derivative of their inverses
at 0 is equal to the inverse of the derivative of the direct operators at the inverse image of 0,
and the integral form of the Mean Value Theorem for Derivatives gives:

ϕ
n
− ϕ = F−1n (0)−F−1(0) = F−1n (F(ϕ))−F−1n (Fn(ϕ))

=

∫ 1

0
(F−1n ) ′(Fn(ϕ) + t(F(ϕ)−Fn(ϕ)) dt (F(ϕ)−Fn(ϕ)).
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Also,

Fn(ϕn)−Fn(ϕ) =
∫ 1

0
F ′n(ϕ+ t(ϕ

n
− ϕ)) dt (ϕ

n
− ϕ).

Since the sequence
(
Fn
)
n≥2 is pointwise convergent to F and F(ϕ) = 0, then

vn(t) := Fn(ϕ) + t(F(ϕ)−Fn(ϕ))

tends to 0 uniformly in t ∈ [0 , 1] as n→∞. On the other hand,

(F−1n ) ′(vn(t)) = (I − Tn(un(t)))−1

is uniformly bounded for all n large enough and t ∈ [0 , 1], where

un(t) := F−1n (vn(t)).

Also, F ′n(x) = I − Tn(x) is bounded uniformly in x for all x in any bounded set of X . Since
Fn(ϕn) = 0, there exist n-independent constants α2 > 0 and β2 > 0 such that

α2‖Fn(ϕ)‖ ≤ ‖ϕn− ϕ‖ ≤ β2‖Fn(ϕ)‖.

But Fn(ϕ) = K(ϕ)−Kn(ϕ), so

α2‖Kn(ϕ)−K(ϕ)‖ ≤ ‖ϕ
n
− ϕ‖ ≤ β2‖Kn(ϕ)−K(ϕ)‖.

This proves that the sequence (ϕ
n
)n≥2 is convergent with limit ϕ.

The previous nested bound shows that the rate of convergence of
(
ϕ
n

)
n≥2 to ϕ is the same as

the rate of convergence of
(
Kn(ϕ)

)
n≥2 to K(ϕ). In other words, the quality of the approximate

solution ϕ
n
and the quality of the approximate operator Kn at the exact solution are of the same

order.

4 A New Approach: Linearize First
We can tackle the numerical resolution of the nonlinear problem following a New Approach: first
linearize the problem in the infinite dimensional space X with the Newton-Kantorovich method,
and then solve numerically at each iteration, the linear problem issued from this method using
a discretization scheme.

In this process, called here the New Approach, the Newton-Kantorovich method is applied in
the infinite dimensional space X . A first sequence

(
ϕ[k]
)
k≥0 appears, but it cannot be com-

puted exactly, and the singularity subtraction approximation is used, producing a new sequence
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(
ϕ[k]
n

)
k≥0. To compute ϕ[k]

n
, a linear system is solved for a column vector w[k]

n ∈ Rpn×1 that gives
the values of ϕ[k]

n
at the p

n
nodes of the underlying quadrature formula Qn. These values are

exact up to the error made by the routine used to solve the system.

The Newton-Kantorovich step number k, applied to produce the sequence
(
ϕ[k]
)
k≥0, can be

written as the linear problem with unknown ϕ[k+1]

F ′(ϕ[k])ϕ[k+1] = F ′(ϕ[k])ϕ[k] −F(ϕ[k]),

where ϕ[0] must be properly chosen by the user. Remark that ϕ[k+1] is given by

ϕ[k+1] = T (ϕ[k])ϕ[k+1] + z[k] for all k ≥ 0,(11)

where

z[k] := K(ϕ[k])− T (ϕ[k])ϕ[k] + y for all k ≥ 0.

In the sequel, O(ϕ , r) denotes the open ball of center ϕ and radius r, and C(ϕ , r) denotes the
closed ball of center ϕ and radius r.

Our approach leads to solve equation (11) numerically at each step k of the Newton-Kantorovich
process. We shall thus build a sequence

(
ϕ[k]
n

)
n≥2 such that ϕ[k]

n
is a sufficiently good approxi-

mation to ϕ[k] for all n large enough but fixed, and we expect that, for a such value of n,

lim
k→+∞

ϕ[k]
n

= ϕ.

T (ϕ[k]) : X → X is a weakly singular linear Fredholm integral operator, and it can be approx-
imated with the singularity subtraction scheme involving the linear bounded operator Tn(ϕ[k]

n
)

given by:

For all f ∈ X and s ∈ [a , b],

(Tn(ϕ
[k]
n

)f)(s) =

pn∑
j=1

wp
n
,jgδn(|s−tpn,j |)

∂N

∂u
(s, tpn,j , ϕ

[k]
n

(tpn,j))(f(tpn,j)−f(s))(12)

+f(s)

∫ b

a
g(|s−t|)∂N

∂u
(s, t, ϕ[k]

n
(t)) dt.

Equation (11) is replaced with the approximate equation

ϕ[k+1]
n

= Tn(ϕ
[k]
n

)ϕ[k+1]
n

+ z[k]n ,(13)

12



where

z[k]n := K(ϕ[k]
n

)− Tn(ϕ[k]
n

)ϕ[k]
n

+ y.

Evaluating (13) at each node tp
n
,i, i ∈ [[1 , p

n
]], and defining

w[k]
n (i) := ϕ[k]

n
(tp

n
,i) for all i ∈ [[1 , p

n
]],

we get the system of linear equations of order p
n

(In − C[k]
n − D[k]

n )w[k+1]
n = b[k]n ,

where In is the identity matrix of order p
n
, and (12) gives for all i, j ∈ [[1 , p

n
]],

C[k]
n (i, j) := wp

n
,jgδn(|tpn,i−tpn,j |)

∂N

∂u
(tp

n
,i, tp

n
,j , ϕ

[k]
n

(tp
n
,j)),(14)

D[k]
n (i, j) := δi,j

(∫ b

a
g(|tp

n
,i−t|)

∂N

∂u
(tp

n
,i, t, ϕ

[k]
n

(t)) dt−
p
n∑

`=1

C[k]
n (i, `)

)
,(15)

b[k]n (i) := K(ϕ[k]
n

)(tp
n
,i)− (Tn(ϕ

[k]
n

)ϕ[k]
n

)(tp
n
,i) + y(tp

n
,i)(16)

= y(tp
n
,i)+

∫ b

a
g(|tp

n
,i−t|)

(
N(tp

n
,i, t, ϕ

[k]
n

(t))−ϕ[k]
n

(tp
n
,i)
∂N

∂u
(tp

n
,i, t, ϕ

[k]
n

(t))
)
dt

+

p
n∑

j=1

wp
n
,jgδn(|tpn,i−tpn,j |)

∂N

∂u
(tp

n
,i, tp

n
,j , ϕ

[k]
n

(tp
n
,j))
(
ϕ[k]
n

(tp
n
,i)−ϕ[k]

n
(tp

n
,j)
)
.

Once this system is solved, the coordinates of w[k+1]
n allow equation (13) to become a natural

interpolation formula to recover ϕ[k+1]
n

as a function of s ∈ [a , b] as follows:

Since for all s ∈ [a , b],

Q[k]
n (s) :=

p
n∑

j=1

wp
n
,jgδn(|s−tpn,j |)

∂N

∂u
(s, tp

n
,j , ϕ

[k]
n

(tp
n
,j))

is an approximation of

I [k]n (s) :=

∫ b

a
g(|s−t|)∂N

∂u
(s, t, ϕ[k]

n
(t)) dt,

13



we may suppose that
|I [k]n (s)−Q[k]

n (s)| < 1
2 .

Recall that ϕ[k+1]
n

satisfies

ϕ[k+1]
n

(s) =

p
n∑

j=1

wpn,jgδn(|s−tpn,j |)
∂N

∂u
(s, tpn,j , ϕ

[k]
n

(tpn,j))w
[k+1]
n (j) + z[k]n (s)

+ ϕ[k+1]
n

(s)(I [k]n (s)−Q[k]
n (s)).

Hence

ϕ[k+1]
n

(s) =

p
n∑

j=1
wp

n
,jgδn(|s−tpn,j |)

∂N

∂u
(s, tp

n
,j , ϕ

[k]
n

(tp
n
,j))w

[k+1]
n (j) + z

[k]
n (s)

1−I [k]n (s) +Q
[k]
n (s)

,

where the denominator satisfies

|1− I [k]n (s) +Q[k]
n (s)| > 1

2 for all s ∈ [a , b],

so it never vanishes.

Comparing (8) with (14), (9) with (15), and (10) with (16), we see that, if it happens that
w
[k]
n = x

[k]
n , then C

[k]
n = A

[k]
n , but even in such a case, neither D

[k]
n is necessarily equal to B

[k]
n ,

nor b
[k]
n necessarily equal to a

[k]
n . This means that the sequences

(
x
[k]
n

)
k≥0 and

(
w
[k]
n

)
k≥0 are

not necessarily the same, even if the starting points are chosen to be equal: x
[0]
n = w

[0]
n . Most

probably, we are producing two different numerical approximations of a solution of equation (5).

For the sake of brevity, write:

Rn(x) := F ′n(x)−1 = (I − Tn(x))−1

whenever it exists.

Theorem 2 (On the convergence of the New Approach)
Suppose that

(H1) I − T (ϕ) is bicontinuous,

(H2) T is Lipschitz-continuous in a neighborhood of ϕ,

(H3) Tn(x)
ν→ T (x) for all x close enough to ϕ.

14



Then, for all n large enough, and ϕ[0]
n

close enough to ϕ,

lim
k→+∞

ϕ[k]
n

= ϕ.

Proof: Let be r0 > 0 small enough so that

sup{ ‖Rn(x)‖ : x ∈ C(ϕ , r0) , n ≥ 2 } < +∞,

and ∂N/∂u is Lipschitz-continuous on C(ϕ , r0). Then both T and Tn are Lipschitz-continuous
on C(ϕ , r0).

Since Tn(ϕ)
p→ T (ϕ),

sup
n
‖Tn(ϕ)‖ < +∞.

Now,

ϕ[k+1]
n

−ϕ = ϕ[k]
n
−ϕ−Rn(ϕ[k]

n
)
(
F(ϕ[k]

n
)−F(ϕ)

)
= ϕ[k]

n
−ϕ−Rn(ϕ[k]

n
)

∫ 1

0
F ′(ϕ+t(ϕ[k]

n
−ϕ)) dt (ϕ[k]

n
−ϕ),

i.e.

ϕ[k+1]
n

−ϕ = (I − L[k]
n )(ϕ[k]

n
−ϕ),(17)

where

L[k]
n := Rn(ϕ

[k]
n

)

∫ 1

0
F ′(ϕ+t(ϕ[k]

n
−ϕ)) dt.

A sufficient condition for the sequence
(
ϕ[k]
n

)
k≥0 to be convergent with limit ϕ is that the spectral

radius of I − L[k]
n be uniformly bounded by some constant γ < 1.

This is indeed the case for all large enough integers n, as we prove it now. Remark that

L[k]
n = Rn(ϕ

[k]
n

)

∫ 1

0

(
I−T (ϕ+t(ϕ[k]

n
−ϕ))

)
dt

= I+Rn(ϕ
[k]
n

)

∫ 1

0

(
Tn(ϕ

[k]
n

)− T (ϕ+t(ϕ[k]
n
−ϕ))

)
dt.

Hence

I − L[k]
n = Rn(ϕ

[k]
n

)

∫ 1

0

(
T (ϕ+t(ϕ[k]

n
−ϕ))− Tn(ϕ[k]

n
)
)
dt

= A[k]
n +B[k]

n + C [k]
n +Dn,
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where

A[k]
n := Rn(ϕ

[k]
n

)

∫ 1

0

(
T (ϕ+t(ϕ[k]

n
−ϕ))− T (ϕ)

)
dt,

B[k]
n :=

(
Rn(ϕ

[k]
n

)−Rn(ϕ)
)
(T (ϕ)− Tn(ϕ)),

C [k]
n := Rn(ϕ

[k]
n

)(Tn(ϕ)− Tn(ϕ[k]
n

)),

Dn := Rn(ϕ)(T (ϕ)− Tn(ϕ)).

The Second Resolvent Identity:

Rn(u)−Rn(v) = Rn(u)(Tn(u)− Tn(v))Rn(v) for all u, v ∈ X ,

and induction, lead to the following upper bounds. Assume we have chosen ϕ[0]
n
∈ C(ϕ , r0), and

that, for some integer k, ϕ[k]
n
∈ C(ϕ , r0). Then, for all n large enough but fixed, there exist

constants µA > 0, µB > 0 and µC > 0 such that

‖A[k]
n ‖ ≤ µA‖ϕ[k]

n
− ϕ‖,

‖B[k]
n ‖ ≤ µB‖ϕ[k]

n
− ϕ‖,

‖C [k]
n ‖ ≤ µC‖ϕ[k]

n
− ϕ‖,

and
‖D2

n‖ < 1
12 ,

since
lim

n→+∞
‖D2

n‖ = 0,

and
sup
n
‖Dn‖ < +∞.

Hence, there are constants c1 > 0, c2 > 0 such that,

‖(I − L[k]
n )2‖ ≤ 1

12 + c1 ‖ϕ[k]
n
− ϕ‖+ c2 ‖ϕ[k]

n
− ϕ‖2.

Let be
r1 := min

{
r0 ,

1
12 c1

, 1√
12 c2
}.

Assume that ϕ[0]
n
∈ C(ϕ , r1), and that, for some integer k, ϕ[k]

n
∈ C(ϕ , r1) too. Then

‖(I − L[k]
n )2‖ ≤ 1

4 .
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Let ρ denote the spectral radius. Then

ρ(I − L[k]
n ) = inf

m≥1
‖(I − L[k]

n )m‖ 1
m ≤ ‖(I − L[k]

n )2‖ 1
2 ≤ 1

2 .

By (17), we conclude the existence of γ < 1 verifying

‖ϕ[k+1]
n

− ϕ‖ ≤ γ‖ϕ[k]
n
− ϕ‖ < r1 .

This shows that ϕ[k+1]
n

∈ C(ϕ , r1). Finally,

‖ϕ[k]
n
− ϕ‖ ≤ γ k‖ϕ[0]

n
− ϕ‖ for all k ≥ 0.

Hence the sequence
(
ϕ[k]
n

)
k≥0 is convergent with limit ϕ.

5 Numerical Examples
Numerical experiments were performed with MATLAB R© version 9.8 and Octave version 6.4.0.

Three examples of nonlinear weakly singular integral operators will be shown, illustrating the
behavior of the methods described in this paper. They differ in the nonlinear factor N and in
the weakly singular kernel g.

The first example has a weakly singular kernel with a logarithmic singularity, whereas the sec-
ond one has a power type one. An elementary application of L’Hopital’s rule shows that the
logarithmic singularity is a mild one compared with any power singularity in the sense that

lim
r→0+

rα log r = 0 for all α > 0.

Both in the first example and in the second one, integrals that should be computed analytically
must be approximated because one has no access to a primitive in closed form. Hence, they will
be approximated by some numerical quadrature formula with Pn nodes, specially conceived for

the computation of a weakly singular integral
∫ b

a
f(t) dt:

In(f) :=
Pn∑
`=1

ρ
Pn,`

fµn (τPn,`),

where fµn is a continuous approximation of f defined by µn-truncation.
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Formulas In and Qn need not belong to the same family, and grids
(
tp
n
,j

)pn
j=1

and
(
τ
Pn,`

)Pn
`=1

need
not be nested.

In(f) must be a significantly better approximation of
∫ b

a
f(t) dt than Qn(f) since it will be used

to compute integrals that should be evaluated exactly.

In the third example, the problem is reset in an invariant one-dimensional subspace and the
integrals involved in computations are known exactly.

We recall that in the case of a linear bounded bicontinuous operator L : X → X , the problem

For y ∈ X , find ϕ ∈ X such that Lϕ− y = 0,

has a condition number κ defined by

κ := ‖L‖‖L−1‖.

If y 6= 0 then ϕ 6= 0, and given an approximation ϕ̂ of ϕ, its relative error and its relative residual
are defined by

e :=
‖ϕ̂− ϕ‖
‖ϕ‖

, r :=
‖Lϕ̂− y‖
‖y‖

,

respectively. Moreover, κ, e and r satisfy the inequality

κ ≥ max{e/r , r/e}.(18)

Using the Mean Value Theorem for Derivatives, and the Inverse Function Theorem, the condition
number for the nonlinear problem (5) in a vicinity V of an exact solution ϕ 6= 0 appears to be

κV (F) := sup
x∈V
||F ′(x)|| sup

x∈V
||F ′(x)−1||.

Moreover, in order to keep the inequality (18), the relative residual of an approximate solution
ϕ̂ must be defined by

r :=
‖F(ϕ̂)‖
‖F(0)‖

.

For the grids considered in this paper, e and r denote the grid-valued relative error and the
grid-valued relative residual, respectively. The bound (18) is the reason why the ratios e/r and
r/e are shown in the tables of numerical results.

For theoretical purposes, the rate of convergence of an iterative process is proved through the
sequence of relative errors per iteration, as in the proof of Theorem 2. However, in practical

18



applications, relative errors are unknown since the exact solution is unknown. But residuals are
always available since they are computed from the calculated issues.

The interesting fact about condition numbers is that, for well-conditioned problems, the rate
of convergence can be surveyed through the sequence of residuals per iteration. In this paper,
examples have been built in such a way that the exact solution is known. We have thus been able
to show a double checking of the rate of convergence: both through the sequence of residuals
and through the sequence of relative errors. This has allowed us to get a lower bound for the
condition number in each example, using (18) in the nonlinear context.

In all the examples:

• a := 0 and b := 1.

• The exact solution is a constant function ϕ := c.

• The initial point for iterations is the null function.

• Tables and figures show the convergence process up to the fifth iteration.

5.1 Example 1
Problem (5) is solved with the Hammerstein operator K defined with

N(s, t, u) :=
1

1 + u2
for all (s, t, u) ∈ [0 , 1]×[0 , 1]×R,

and with the weakly singular decreasing function g defined by

g(r) := − log r for all r ∈ ]0 , 1].

The exact solution ϕ is chosen so that we can assess the quality of the computed approximations.
Here it is chosen as a constant

ϕ(s) = 5 for all s ∈ [0 , 1],

yielding the function y defined by

y(s) := 5− 1

26
(1−s log s−(1−s) log(1−s)) for s ∈ ]0 , 1[,

and extended by continuity to the endpoints 0 and 1.

The numerical choices for truncation with the New Approach are

δn := 0.025,

g
δn
(r) :=

{
g(δn) for all r ∈ [0 , δn ],
g(r) for all r ∈ [δn , 1].
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The numerical parameters for quadrature with the New Approach are

n := 11,

p
n
:= 10,

tp
n
,j :=

j − 0.5

10
for all j ∈ [[1 , 10 ]],

wpn,j :=
1

10
,

Qn := Midpoint rectangles.

The integrals to be computed very accurately are approximated with the following parameters

Pn := 500, In := Q501, µn := 0.00125, ρ
Pn,`

=
1

500
, τ` =

`− 0.5

500
for all ` ∈ [[1 , 500 ]].

The relative error and the relative residual with the Classical Approach and p
n
= 200 are shown

in Table 1.

The relative error and the relative residual with the New Approach and p
n
= 10 are shown in

Table 2.

We remark the superiority of the New Approach.

The results of the Classical Approach and the New Approach in terms of the evolution of the
relative residual are compared in Fig. 1.

5.2 Example 2
Problem (5) is solved with the Hammerstein operator K defined with

N(s, t, u) :=
cos 2πu

1 + s+ t+ u4
for all (s, t, u) ∈ [0 , 1]×[0 , 1]×R,

and with the weakly singular decreasing function g defined by

g(r) :=
1

2
√
r
for all r ∈ ]0 , 1].
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k r log10 r ∆ log10 r e e/r r/e

0 1×100 0.0 1×100 1.0 1.0
-0.7

1 2×10−1 -0.7 3×10−1 1.5 0.7
-2.3

2 1×10−3 -3.0 2×10−3 2.0 0.5
-2.0

3 1×10−5 -5.0 3×10−5 3.0 0.3
0.0

4 1×10−5 -5.0 1×10−5 3.0 0.3
0.0

5 1×10−5 -5.0 1×10−5 3.0 0.3

Table 1: Convergence results for Example 1 with the Classical Approach and p
n

= 200

0 1 2 3 4 5

-8

-7

-6

-5

-4

-3

-2

-1

0

Classical Approach
Discretizing First: p

n
= 50 , 100 , 200

0 1 2 3 4 5

-8

-7

-6

-5

-4

-3

-2

-1

0

New Approach
Linearizing First: p

n
= 10

Figure 1: log10 of the relative residual per iteration in Example 1
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k r log10 r ∆ log10 r e e/r r/e

0 1×100 0.0 1×100 1 1.00
-0.6

1 3×10−1 -0.6 3×10−1 1 1.00
-2.4

2 1×10−3 -3.0 1×10−3 1 1.00
-3.5

3 3×10−7 -6.5 7×10−6 23 0.04
-0.7

4 7×10−8 -7.2 7×10−6 100 0.01
0.0

5 7×10−8 -7.2 7×10−6 100 0.01

Table 2: Convergence results for Example 1 with the New Approach and p
n

= 10

The exact solution ϕ is chosen so that we can assess the quality of the computed approximations.
Here it is chosen as a constant

ϕ(s) = 7 for all s ∈ [0 , 1],

yielding a function y that must be approximated numerically, say by truncation followed by the
fine numerical quadrature In.

The numerical choices for truncation with the New Approach are

δn := 0.00002,

g
δn
(r) :=

{
g(δn) for all r ∈ [0 , δn ],
g(r) for all r ∈ [δn , 1].
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The numerical parameters for quadrature with the New Approach are

n := 51,

p
n
:= 50,

tp
n
,j :=

j − 0.5

50
for all j ∈ [[1 , 50 ]],

wp
n
,j :=

1

50
,

Qn := Midpoint rectangles.

The integrals to be computed very accurately are approximated with the following parameters

Pn := 500, In := Q501, µn := 0.000002, ρ
Pn,`

=
1

500
, τ` =

`− 0.5

500
for all ` ∈ [[1 , 500 ]].

The relative error and the relative residual with the Classical Approach and p
n
= 200 are shown

in Table 3.

The relative error and the relative residual with the New Approach and p
n
= 50 are shown in

Table 4.

We remark the superiority of the New Approach. Nevertheless, the New Approach cannot keep
its superlinear convergence after the precision of the fine quadrature used for the evaluations of
the function y is attained, and for which the truncation parameter is µn := 2×10−6.

The singularity of g in Example 2 is stronger than that of g in Example 1. Still the New
Approach converges and is more efficient than the Classical Approach.

The results of the Classical Approach and the New Approach in terms of the evolution of the
relative residual are compared in Fig. 2.

5.3 Example 3
Problem (5) is solved with the Hammerstein operator K defined with

N(s, t, u) :=
u

log 2
+ u3 for all u ∈ R,

and with the weakly singular function g defined by

g(r) := log 2− log(1− cos 2πr) for all r ∈ ]0 , 1[.
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k r log10 r ∆ log10 r e e/r r/e

0 1×100 0.0 1×100 1.0 1.0
-0.3

1 5×10−1 -0.3 4×10−1 1.0 1.0
-1.3

2 2×10−2 -1.6 2×10−2 1.0 1.0
-2.3

3 1×10−4 -3.9 3×10−4 3.0 0.3
-0.3

4 7×10−5 -4.2 3×10−4 4.0 0.3
0.0

5 7×10−5 -4.2 3×10−4 4.0 0.3

Table 3: Convergence results for Example 2 with the Classical Approach and p
n

= 200

0 1 2 3 4 5

-8

-7

-6

-5

-4

-3

-2

-1

0

Classical Approach
Discretizing First: p

n
= 50 , 100 , 200

0 1 2 3 4 5

-8

-7

-6

-5

-4

-3

-2

-1

0

New Approach
Linearizing First: p

n
= 50

Figure 2: log10 of the relative residual per iteration in Example 2
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k r log10 r ∆ log10 r e e/r r/e

0 1×100 0.0 1×100 1.0 1.0
-0.6

1 2×10−1 -0.6 2×10−1 0.9 1.1
-2.3

2 1×10−3 -2.9 1×10−3 1.1 0.9
-4.1

3 1×10−7 -7.0 2×10−4 2492 0.0004
-1.0

4 3×10−8 -8.0 2×10−4 8769 0.0001
0.0

5 3×10−8 -8.0 2×10−4 8769 0.0001

Table 4: Convergence results for Example 2 with the New Approach and p
n

= 50

The subspace of X formed by constant functions is invariant under K. K is expansive on
it. Successive approximations diverge. The New Approach converges at least superlinearly, as
shown in Table 6.

The constant solution
ϕ := −0.5

is associated with the constant function

y := 0.5 + 0.25 log 2.

The numerical choices for truncation with the New Approach are

δn := 0.000001,

g
δn
(r) :=


g(δn) for all r ∈ [0 , δn ],
g(r) for all r ∈ ]δn , 1−δn [,
g(δn) for all r ∈ [1−δn , 1].
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The numerical parameters for quadrature with the New Approach are

n := 101,

p
n
:= 100,

tpn,j :=
j − 0.5

100
for all j ∈ [[1 , 100 ]],

wp
n
,j :=

1

100
,

Qn := Midpoint rectangles.

The integrals to be computed exactly are known analytically since∫ 1

0
g(|s− t|) dt = 2 log 2 for all s ∈ [0 , 1].

The relative error and the relative residual with the Classical Approach and p
n
= 1000 are shown

in Table 5.

The relative error and the relative residual with the New Approach and p
n
= 100 are shown in

Table 6.

The results of the Classical Approach and the New Approach in terms of the evolution of the
relative residual are compared in Fig. 3.

6 Final Comments and Conclusions
The classic textbook [6] by Françoise Chatelin (1941 – 2020), first published by Academic Press
in 1983, provides a unified treatment of linear integral equations of the second kind, and spectral
approximation for Fredholm linear integral operators. Despite significant changes and advances
in the field since it was first published, the book continues to form the theoretical bedrock for
any computational approach to integral equations and spectral theory. Almost all the papers
of the authors of this article have been inspired by Chatelin’s research and academic activity
during the 80’s.
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k r log10 r ∆ log10 r e e/r r/e

0 1×100 0.0 1×100 1.0 1.0
-0.2

1 6×10−1 -0.2 3×10−1 0.5 2.0
-0.8

2 9×10−2 -1.0 5×10−2 0.6 1.7
-1.4

3 4×10−3 -2.4 3×10−3 0.8 1.3
-0.3

4 2×10−3 -2.7 1×10−3 0.5 2.0
0.0

5 2×10−3 -2.7 1×10−3 0.5 2.0

Table 5: Convergence results for Example 3 with the Classical Approach and p
n

= 1000

In this work, we have extended to nonlinear integral operators, the singularity subtraction tech-
nique presented in [4] for approching linear weakly singular integral operators in the framework
of real valued continuous functions. The singularity subtraction technique cannot be settled in
Lebesgue spaces.

In the Classical Approach, ϕ is approximated by a sequence of functions
(
ϕ
n

)
n≥2. For a fixed

n, ϕ
n
is approximated only at the nodes of the grid, with the help of the Newton-Kantorovich

method in the p
n
-dimensional real space Rpn×1. This method builds the sequence

(
x
[k]
n

)
k≥0. This

sequence approximates the grid values of ϕ
n
: x[k]n (i) = ϕ

n
(tp

n
,i) + [N-K k-step error].

As stated in Section 4, in the New Approach, the Newton-Kantorovich method is applied in
the infinite dimensional space X , the first sequence to appear is

(
ϕ[k]
)
k≥0. Since it cannot be

computed exactly, the singularity subtraction approximation is used and a new sequence appears:(
ϕ[k]
n

)
k≥0. To compute ϕ[k]

n
, a linear system is solved for w[k]

n ∈ Rpn×1 and gives the exact values
of ϕ[k]

n
at the nodes up to the error made by the routine used to solve the system.

All three, ϕ
n
, ϕ[k] and ϕ[k]

n
, are approximations of ϕ, although they approximate ϕ in different
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k r log10 r ∆ log10 r e e/r r/e

0 1×100 0.0 1×100 1.0 1.0
-0.2

1 6×10−1 -0.2 3×10−1 0.5 2.0
-0.9

2 8×10−2 -1.1 5×10−2 0.6 1.7
-1.6

3 2×10−3 -2.7 1×10−3 0.5 2.0
-3.3

4 2×10−6 -6.0 1×10−6 0.5 2.0
-6.0

5 9×10−13 -12.0 6×10−13 0.7 1.4

Table 6: Convergence results for Example 3 with the New Approach and p
n

= 100

ways:

lim
n→+∞

ϕ
n

= ϕ, but ϕ
n
is not computable,

lim
k→+∞

ϕ[k] = ϕ, but ϕ[k] is not computable,

lim
k→+∞

ϕ[k]
n

= ϕ for a fixed n reasonably large,

where ϕ[k]
n

(s) could be known for all s ∈ [a , b], if some involved integrals were calculated exactly
in its natural interpolation formula. Summarizing:

– Inconvenients of ϕ
n
: There is no natural interpolation formula to compute ϕ

n
(s) for all s ∈ [a , b].

It is impossible to know its grid value ϕ
n
(tp

n
,i) exactly and it will be approximated by the last

iterate of the Newton-Kantorovich method. To compute the coefficient matrix and the right
hand side of the linear system corresponding to each N-K iteration, some integrals must be
approximated numerically with a higher order numerical quadrature better than the n-dependent
approximations involved in the singularity subtraction scheme.

– Inconvenients of ϕ[k]: It is not computable at all and it must be approximated by ϕ[k]
n

, issued
from the singularity subtraction scheme.
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Figure 3: log10 of the relative residual per iteration in Example 3
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Figure 4: log10 of the relative residual per iteration in Example 3 with the New Approach
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– Inconvenients of ϕ[k]
n

: To compute ϕ[k]
n

(s) for a given s ∈ [a , b], some integrals must be
computed with a higher order numerical quadrature better than the n-dependent approximations
involved in computations. Its grid values ϕ[k]

n
(tpn,i) are the solutions w

[k]
n (i) of a linear system. As

before, to compute the coefficient matrix and the right hand side of this system, some integrals
must be approximated numerically with a higher order numerical quadrature better than the
n-dependent approximations involved in the singularity subtraction scheme.

Since the rate of convergence in (11) is at least linear (for low values of n) and can be almost
quadratic (for reasonably large values of n), it is clear that the New Approach is the most
intelligent and economic scheme to build an approximation of ϕ. Moreover, Fig. 3 and Fig. 4
show that –oppositely to the Classical Approach– the rate of convergence of the New Approach
is not sensitive to the size p

n
of the discrete problem, provided that convergence is ensured.

A major survey on numerical approximation of nonlinear integral equations is [5]. This paper
studies numerical methods for calculating fixed points of nonlinear integral operators, i.e. equa-
tions of the form ϕ = K(ϕ) with the notation of our paper. This corresponds to the case y = 0
and is less general than the work presented here since y cannot be incorporated as a part of the
integral operatorK. Methods treated in [5] include a product integration type scheme for weakly
singular Hammerstein operators, projection methods and Nyström methods. As in our paper,
all those methods require the solution of finite-dimensional systems of nonlinear equations. An
auxiliary numerical method is needed to solve these nonlinear finite-dimensional systems.
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