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Abstract: Modern supply chains comprise an increasing number of actors which deploy different
information technology systems that capture information of a diverse nature and diverse sources
(from sensors to order information). While the benefits of the automatic exchange of information
between these systems have been recognized and have led to their interconnection, protecting the
whole supply chain from potential attacks is a challenging issue given the attack proliferation reported
in the literature. In this paper, we present the FISHY platform, which anticipates protecting the whole
supply chain from potential attacks by (a) adopting novel technologies and approaches including
machine learning-based tools to detect security threats and recommend mitigation policies and
(b) employing blockchain-based tools to provide evidence of the captured events and suggested
policies. This platform is also easily expandable to protect against additional attacks in the future. We
experiment with this platform in the farm-to-fork supply chain to prove its operation and capabilities.
The results show that the FISHY platform can effectively be used to protect the supply chain and
offers high flexibility to its users.

Keywords: cybersecurity; supply chain systems; blockchain; validation; security monitoring;
attack mitigation

1. Introduction

Supply chains today have become more and more complex, involving many different
businesses and consumers that deploy and use diverse IT systems and applications. These
IT systems usually involve IoT-based islands, robots or other smart devices next to sensors,
servers and end-devices serving their users, as also happens in other sectors like health [1].
Examining cybersecurity in such a complex environment involving solutions of different
types from different software companies is a very challenging problem. Today, platforms
that target enhanced network security (like TERAFLOW, described in [2]) or Digital Single
Market’s E-Commerce Ecosystem (like ENSURESEC, described in [3]) or cloud level security
are being developed. However, they target protection against a subset of the security
threats applicable in the supply chains. Additionally, quantum computing has provided
very promising results with respect (and not limited) to digital signatures (see [4–6]) this
technology is not yet mature for being applied to the supply chain complex environment.

Should examining be challenging, ensuring protection is far more so, especially con-
sidering that the attacks targeting supply chains proliferate every day, as reported in [7].
Cybersecurity in supply chains has been recognized not only as a challenging task but as
a very important task because it does not only affect a single entity (business or individ-
ual/consumer), but a series of actors in the chain. The intricacy of the supply chain attack
is that it affects multiple actors at the same time, as clearly pointed out in [7]. For example,
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succeeding in inserting fake information in the information system of an actor in a supply
chain may affect all its downstream counterparts. Such a security breach may put at risk
food safety when the supply chain under consideration is the farm-to-fork supply chain.

The “farm-to-fork” (F2F) supply chain includes all the actors that contribute to the
cultivation (farmer), to the transportation (transporter), to the storage (warehouse oper-
ator), to the wholesaler and to the retailer of the vegetables that the end consumer will
purchase and consume with their forks. The security challenges and requirements of such a
supply chain (as reported in [8]) primarily include (a) the need for end-to-end solutions for
vulnerabilities and risks management, (b) the lack of evidence-based metrics for security
assurance and trust guarantees, and (c) the cumbersome coordination in multi-actor and
multi-vendor supply chains of ICT systems. These have been identified for the F2F supply
chain, but they are common to other supply chains as well as in, e.g., smart factories.
The problem (research question) in this environment is “how to ensure the security of the
whole supply chain and not only of isolated IT systems when these systems can signifi-
cantly differ in the types of security vulnerabilities they suffer from”. Another research
question is this: “could a platform that answers the above question be expandable to
emerging threats?”. The challenge is to design and deliver a platform/solution that can
address multiple types of vulnerability while most security-oriented solutions today target
specific vulnerabilities like IoT/edge or blockchain or network security aspects.

In this paper, we present a platform that aims at protecting the IT systems of supply
chains from multiple types of attacks including blockchain-oriented, network-oriented
and web application-oriented attacks by detecting them and then recommending and
possibly enforcing mitigation policies in an automated way. We validate this approach in
the farm-to-fork supply chain that uses state-of-the-art IT systems. The presented platform
anticipates being (a) capable of detecting a variety of attacks, (b) flexible and configurable
so as to protect diverse IT systems taking into consideration their internal organization,
(c) able to recommend and capable of enforcing mitigation policies and (d) flexibly deploy-
able on premise or on cloud.

For the evaluation of such a platform, it is imperative to perform the following:

(a) Carefully consider user interface aspects: for this reason, in the piloting round, we
recruited people outside the FISHY teams for carrying out the evaluation of the UI
and used the prepared user manual to do so.

(b) Examine and ensure that the functionality and value of all the FISHY components
is validated.

(c) Check the extensibility of the FISHY platform to address additional attacks that may
be considered in the future as important for the FISHY supply chains. To examine this
possibility, we have used the MITRE ATT&CK framework [9]. This has also allowed
us to ensure that FISHY employs techniques that are aligned with the state of the art
(reflected in MITRE ATT&CK) and that the techniques we use in FISHY enable the
detection of a wide set of additional attacks in the future.

2. A Cross-Solution Security Platform—The FISHY Platform

The FISHY platform is a coordinated framework for cyber-resilient supply chain
systems. Its goal is to protect diverse IT systems towards enhancing the trust among the
actors of the supply chain.

FISHY platform consists of multiple functional components which can either be
deployed in the same premises as the IT systems under protection or can be deployed in
a different cloud infrastructure. In the latter case, a minimal set of components needs to
be deployed on the same premises as the IT system under protection to enable the flow of
status information (e.g., logs) from the system under protection to the FISHY platform and
vice versa.

The FISHY architecture (an initial version of which can be found in [10]) is shown in
Figure 1. It consists of the following set of building modules: (1) Intent-based Resilience
Orchestrator and Dashboard (IRO), (2) Security Assurance and Certification Manager
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(SACM), (3) Trust and Incident Manager (TIM), (4) Enforcement and Dynamic Config-
uration (EDC), (5) Security and Privacy Data Space Infrastructure (SPI) and (6) Secure
Infrastructure Abstraction (SIA).
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Next, we give an overview of each one of the major FISHY modules:

1. The IRO is in charge of interfacing with the security personnel/administrators of
the IT systems to be protected (through the dashboard) to receive their security
requirements and translate them within the FISHY platform into intents and, in turn,
corresponding security workflows and policies. To be more specific, an intent is
the set of data which describes the action a user can perform, for example, banning
a malicious IP address [11]. It is through the IRO dashboard that the inspection
of the detected security events and security control (e.g., enforcement of security
policies as a response to a detected security attack) is made possible as well as the
performance monitoring.

2. The SACM coordinates the monitoring process, the automated evidence-based secu-
rity reporting and the certification towards ensuring that the required security policies
are correctly implemented [12].

3. The TIM includes tools, such as incident detection, vulnerability and risk estimation,
along with incident detection and management, with a goal of developing mecha-
nisms, which ensure security assessment of the stakeholder’s supply chains. These
tools may also include machine learning-based mechanisms like those presented in
with a comparison being presented in [13].

4. The EDC is in charge of security policies enforcement and configuring the specific
infrastructure and network security functions (NSF) to ensure resilience. Automated
remediation is thus made possible, as discussed in [12,14].

5. The SPI is in charge of identity management, access policy and data management pro-
cedures including several activities, such as access control, definition and enforcement
of policies, and anonymization of the data and the tools for assessing the security of
the stakeholder’s devices [15].

6. The SIA module enables secure connectivity among different infrastructures (IoT, edge,
cloud) and the FISHY platform, controlling connectivity and providing telemetry of
the network, in order to adapt the received data to formats that the FISHY other
modules can use [15].
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Apart from the previously described modules, a central repository which also includes
an event-driven messaging system is included, which is used to store and access information
written by the FISHY components.

It is worth stressing that in this revised version of the architecture designed in the final
year of the project, FISHY consortium realized that it would be beneficial of its exploitation
and sustainability plans to adopt an architecture that would allow for easy integration of
additional components (which we name “tools”) detecting additional attacks or performing
additional functionalities in the future [10]. The evolution of the architecture and further
details of the workflow of the platform are provided in [10].

3. The F2F Systems under Consideration

Food security attracts continuously growing attention, as we all want to know the
practices and conditions under which the food we consume has been cultivated in the
farms, has been transported, has been stored and finally exposed to the shelves of the
retailers. In the farm-to-fork (F2F) pilot, we distinguish the following five actors:

• The actor in the farm (user/administrator of the IoT island that is deployed in the farm);
• The actor of the transportation company which associates the products with the

conditions under which the products are transported (captured by the IoT island
deployed in the vehicle);

• The actor in the warehouse where the products are stored and associates the conditions
under which the products are kept up to the point they are purchased by a consumer;

• The consumer who purchases the product and, based on the RFID tag attached to the
product, can inspect the full history of the product;

• The administrator of the platform that gathers the information from all IoT islands
and delivers it to the consumer.

In real life, there are additional actors of the same type (e.g., transportation and
supermarket actors) who perform the same activities as the transporter and the warehouse
manager. Each of the above represents a node in this supply chain and can be supplier
and customer at the same time. For example, the actor from the transportation company
represents a consumer for the farmer and a supplier for the actor of the warehouse.

We now briefly describe the F2F platform from a technical point of view. Such a system
consists of multiple Internet of Things (IoT) islands registering data in different reposi-
tories and deploying different business logics. In the following figure, such an example
system is presented on the left-hand side of the figure. For our study, we have selected a
system that has already employed traditional authentication and authorization techniques
along with state-of-the-art blockchain technology to offer a secure solution [16]. The IoT
islands (shown at the bottom of Figure 2) inject traffic through the so-called federation
adapters (FA) which are then responsible for storing the information in the consortium
ledger. Once the product arrives at the supermarket shelves, the hashes of all relevant
information are used to create a unique entry in the public distributed ledger technology
(DLT) which is, in our implementation, the public Ethereum network with its hash stored
in a third blockchain named KSI, which is a commercial blockchain solution. To provide an
interface for the users to interact with the underlying platform, a supervisor web server has
been implemented.

To protect any F2F platform, the security officers of/people responsible for the F2F
platform must define the specific points they are interested in monitoring and protecting
and facilitate the creation of “security probes”. In our example, we have implemented the
components that deliver to the FISHY platform information from four distinct points of the
deployed F2F platform, as shown in the figure. The aforementioned F2F platform has been
studied and from the specified distinct points we have identified four types of attacks of
major interest. For each type of attack, we also specify the data that should be monitored in
order to detect such an attack. The attack types and the relevant “metadata” follow:

• Type 1: Unauthorised device—wallet ID level. Metadata: {Attacker wallet ID, Expected
Legitimate Wallet ID, Device name}.
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• Type 2: Unauthorised device—Decentralised Identifier (DID) level (with DID charac-
terizing the device). Metadata: {Attacker DID, Device name, Jwt}.

• Type 3: Unauthorised user. Metadata: {username, IP}.
• Type 4: Attack to Blockchain node. Metadata: {IP, port, incident type}.

The “security probes” in our example are points where logs are collected and passed
to the FISHY platform so that it can analyse them to detect attacks and propose countermea-
sures and remediations. For example, entry points 1 and 2 are relevant to the registration
of information in the farm, transportation and warehouse steps of the supply chain dur-
ing which the information is stored in the ledger maintained per step. Entry point 3 is
relevant to the consumer or administrator of platform and entry points 4a and 4b are
relevant to the consortium level operations. The logs from these “security probes” are sent
to the FISHY platform through the SIA module in the form of a JSON object which will
include the following fields: Unique Universal ID (UUID), Timestamp (UTC timestamp),
Type, Metadata.
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We have also discussed with other partners and decided to protect the F2F platform
against additional attacks to extend the protection against additional attacks, if this is
feasible and what extra actions are needed.

4. Evaluation and Discussion

Our aim is to evaluate FISHY platform from multiple perspectives ranging from
technical to more commercial exploitation-oriented ones. For each of them, a different
validation methodology has been adopted as will be explained in the next subsection. The
aspects our evaluation has focus on include:

(a) Technical validation: We have validated that FISHY platform protects the considered
platform in the defined attack scenarios (implementing or emulating the attack which
is the typical methodology in attack detection, e.g., used in [17]). In this technical
validation, the validation scenarios were selected based on the following criteria:
(a) Attacks of interest to our customers. DDos attacks affect availability, and wallet
or DID level attacks affect data integrity and privacy. These are the most important
concerns in the farm-to-fork use cases. (b) Attacks of significant variety including
“traditional” attacks (like DDoS attack and brute force attacks) and technology specific
(blockchain specific) attacks.

(b) Additional attack detection capability with the existing tools (relevant to commercial
exploitation): we studied whether the FISHY platform can protect against additional
attacks outside those reported above using the currently deployed tools, which is
closely related to the expandability of the platform;

(c) Commercial exploitation in diverse supply chain instances: we explored the value of
offering multiple deployment options;
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(d) Expandability with respect to the number and type of threat detection: we adopted
the MITRE ATT@ACK framework to check how far such a platform could go in
the number of attack types it can handle based on the “security probes” types we
have adopted.

4.1. Evaluation of FISHY for Wallet ID Level-Oriented Attack

To carry out the technical validation for all attacks, i.e., to check whether FISHY
platform efficiently detects the attacks under consideration in the farm-to-fork use case,
the methodology we adopted was the following: we deployed the farm-to-fork platform
in a dedicated infrastructure and developed code performing the considered attacks. The
“reaction” of FISHY in the attempted attacks was monitored as well as the result in the
farm-to-fork platform.

The aim is to confirm that the FISHY platform detects the attacks of type 1 titled
“unauthorized device—wallet ID level”. This is an attack that could occur in any of the
IoT islands as, for example, the one deployed in the farm. For example, a malicious actor
uses an unauthorized device and attempts to enter “fake” information in the F2F platform.
In this platform, the IoT devices (through the so-called federation adapter—FA) register
information about the fresh products, and in this registration, they use a wallet ID.

Assuming a malicious user intends to push to the platform fake information, they
would use a device which has not been registered in the F2F platform. The information
about data registration and the corresponding wallet IDs are passed to the FISHY TIM
module through the security probes and the SIA deployed in the F2F platform premises.
The F2F platform operator has appropriately configured the FISHY and more specifically
the SACM module so that it recognizes which wallet IDs are legible or not. Thus, when
the malicious user uses an unregistered wallet ID, SACM will detect this and will report a
security event. In the following figure, the dashboard of the FISHY platform is shown in
Figure 3. The instance presented here shows the events (one per row) detected by FISHY
and their details as well as whether this event has been registered in the FISHY blockchain
network (indicated by the green (check mark) symbol on the right-hand side of the event).
This will trigger the IRO so that the relevant intent is identified, and a policy is suggested
to the F2F platform operator. Once (s)he confirms (s)he agrees for the enforcement of the
policy, the EDC undertakes its translation into a low-level policy, and it is passed to the
F2F platform.
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Now, the F2F platform will no longer communicate with the malicious federation
adapter. Instead, the F2F platform displays a message to the attacker that the information
(s)he tries to register is not accepted (as shown in the red box in the Figure 4).
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4.2. Evaluation of FISHY for Attack to Blockchain Node

The aim in this section is to demonstrate that the FISHY platform detects the attacks
of type 4, titled “Attack to blockchain node”. This is an attack more likely to occur from
a knowledgeable person to insert fake information in the blockchain used by the F2F
platform. Let us assume the attacker tries to compromise the blockchain node, trying to
connect to the blockchain node from a device with an IP address that is not whitelisted for
the F2F premises.

The malicious actor could try to construct a request to the F2F blockchain, to try to
insert fake information, for example, an unauthorized “Farm” platform, as depicted in
Figure 5. The adversary, in order to prepare for the attack, can attempt to gain information
on the nodes of the F2F blockchain network by exploiting the Tessera transaction manager
of the nodes. Figure 6 shows the results of the exploitation of the Tessera endpoints. The
user gains knowledge of the public keys of the nodes, which (s)he can use to sign their
transaction and send to the blockchain.
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Should an external connection from an unknown IP occur, then the FISHY platform
and more specifically SACM tool is notified as shown in Figure 7. In this validation, SIA,
SPI, TIM and IRO were involved.
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Next, FISHY platform proposes a policy to be enforced. This policy is a ban-IP policy
and is generated in IRO and turned to a low-level policy by EDC which then enforces
it in the F2F use case, as shown in Figure 8. The end result is that the connection of the
adversary node is terminated.
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4.3. Evaluation of FISHY for DDoS Attack

The aim in this section is to demonstrate that the FISHY platform detects distributed
denial of service (DDoS) attacks. For the F2F platform, the availability of the services is
extremely important, due to the economic loss to the actors that rely on the F2F platform
(e.g., retailers that use the platform to guarantee the safety of the supply chain) that can
be caused by downtimes. Therefore, it is important for FISHY to be able to protect the
platform against this type of attack.

To do this, the real-time network traffic is captured from the platform and then it
is sent continuously to the PMEM tool [3] in the FISHY control services (Figure 9). As
observed in the figure below, the captured flows contain normal traffic which is sent to the
PMEM, and different traffic statistics are shown.
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PMEM gives information about the different flows in the network as well as different
useful statistics about traffic share and severity of the attacks. To test the capability of
PMEM to detect a DDoS attack, we intentionally simulate the scenario on the F2F platform.
This malicious traffic along with the normal traffic is captured and sent to the PMEM
tool. The traffic analysis shows that something abnormal is happening in the network
(Figure 10).
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The prediction result of the PMEM for the network flows are presented in Figure 11:



Electronics 2024, 13, 215 10 of 15

Electronics 2024, 13, x FOR PEER REVIEW 10 of 16 
 

 

PMEM gives information about the different flows in the network as well as different 
useful statistics about traffic share and severity of the attacks. To test the capability of 
PMEM to detect a DDoS attack, we intentionally simulate the scenario on the F2F plat-
form. This malicious traffic along with the normal traffic is captured and sent to the PMEM 
tool. The traffic analysis shows that something abnormal is happening in the network 
(Figure 10). 

 
Figure 10. PMEM dashboard showing the statistics which show the results of the machine learning 
model (which classifies the traffic in benign and suspicious). 

The prediction result of the PMEM for the network flows are presented in Figure 11: 

 
Figure 11. Details of the PMEM prediction results as shown in the PMEM dashboard. 

The PMEM has detected the IP addresses which are trying to perform a DDOS attack, 
also including the frequency of the specific combination of source IP and destination IP. 
The severity of the attack is related to its computed frequency. The system shows, for in-
stance, that the 3rd row in the table is considered a DDoS attack with low severity because 
the frequency is only 1, whereas the two first rows are considered real DDoS attacks be-
cause the frequencies are higher than a specific threshold. 

4.4. Evaluation of FISHY for Detection of Brute Force Attacks 
The aim in this section is to demonstrate that FISHY platform detects brute force at-

tacks or in other words prevent an “unauthorized user” that possibly uses a machine to 
check all potential passwords to access the farm-to-fork platform. We assume that the at-
tacker uses the wrong password or issues a brute force attack to gain access and poten-
tially alter information relevant to specific products either to create a mesh or to diminish 
the value of specific brands. The attacker tries different combinations of username and 
password to enter the F2F platform. The F2F platform operator sets a rule in FISHY to 
check unsuccessful logic attempts from the same IP address and when these exceed a pre-
defined threshold that he/she sets, FISHY notifies the F2F platform operator and suggests 
the banning of this IP. 

In more detail, the FISHY platform detects this event (attack) as shown in Figure 12 
through the Wazuh tool. 

Figure 11. Details of the PMEM prediction results as shown in the PMEM dashboard.

The PMEM has detected the IP addresses which are trying to perform a DDOS attack,
also including the frequency of the specific combination of source IP and destination IP. The
severity of the attack is related to its computed frequency. The system shows, for instance,
that the 3rd row in the table is considered a DDoS attack with low severity because the
frequency is only 1, whereas the two first rows are considered real DDoS attacks because
the frequencies are higher than a specific threshold.

4.4. Evaluation of FISHY for Detection of Brute Force Attacks

The aim in this section is to demonstrate that FISHY platform detects brute force
attacks or in other words prevent an “unauthorized user” that possibly uses a machine
to check all potential passwords to access the farm-to-fork platform. We assume that
the attacker uses the wrong password or issues a brute force attack to gain access and
potentially alter information relevant to specific products either to create a mesh or to
diminish the value of specific brands. The attacker tries different combinations of username
and password to enter the F2F platform. The F2F platform operator sets a rule in FISHY
to check unsuccessful logic attempts from the same IP address and when these exceed
a predefined threshold that he/she sets, FISHY notifies the F2F platform operator and
suggests the banning of this IP.

In more detail, the FISHY platform detects this event (attack) as shown in Figure 12
through the Wazuh tool.
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Next, to the detection, the FISHY platform proposes a ban-IP policy to be enforced.
This policy is generated in IRO and turned to low-level policy by EDC which then enforces
it in the F2F use case. Finally, the F2F platform displays a message to the attacker that the
information he/she tries to register is not accepted.

4.5. Benchmarking FISHY to MITRE ATT&CK Framework

To assess the expandability of the FISHY platform, we use the MITRE ATT&CK frame-
work and we proceed to logical implications to reach useful conclusions. To elaborate,
during our research in the area of security attacks, we realized that the MITRE ATT&CK
framework [9] plays a vital role. First, we must clarify that ATT&CK stands for adversar-
ial tactics, techniques and common knowledge, and these are what the framework and
accompanying ATT&CK knowledge base consist of. This framework aims at addressing
the gap left by traditional models which are very focused on the study of attacks rather
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than their role in risk analysis, where the concern is not how the attack is executed but
more on the effects and exploitation opportunities that can impact the system. This is
of particular interest in the supply chain environments where the attacks to one of the
interconnected IoT islands directly affect other actors in the chain. An additional reason to
study this framework is that MITRE table is enriched by the open community that supports
it. Thus, regularly inspecting this table can help us (a) continuously upgrade FISHY so that
it protects against an ever-increasing set of attack types it handles and (b) verify that the
techniques addressed are those reported in this open “literature”.

In the farm-to-fork use case, the attacks we identified have been proposed to be
detected using logs. To verify our decision, we select as the “control element” the log in
the MITRE navigator, and we see the set of attacks that can be detected using logs, shown
in green colour in Figure 13. All the attacks shown in green in this figure can be detected
based on logs. This implies that should a platform owner be interested in detecting all
these attacks, he/she should take care of providing the FISHY platform with the relevant
logs in real time (i.e., ensure the provisioning of the relevant information).
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From the green boxes highlighted in the figure, we then select one-by-one the threat
most relevant to our system. For example, the “default credentials” attack and the “denial
of service” attack. Then, selecting the attack, the MITRE ATT&CK navigator displays all the
procedures that an adversary may follow to issue such an attack that have been registered
in the framework, the mitigation measures identified so far and the detection alternatives.
Then, we check for the cells of interest whether FISHY platform implements a detection
technique and whether the mitigation identified (and recommended and/or enforced) in
FISHY is aligned with the one suggested by MITRE table. This way we have confirmed
that FISHY platform adopts mitigation strategies well recognized in the market.

Another way to use the MITRE ATT&CK framework is the following: to check what
can be detected based on specific controls. The rationale behind this choice is the following:
in the farm-to-fork system, FISHY is capable of detecting threats based on logs and based
on traffic analysis. So, in the MITRE ATT@CK navigator, we first selected “log” and then
“traffic analysis”, and the result is shown in Figure 14. The attacks that can be detected
based on traffic analysis are marked in orange colour while those that can be detected
using logs and not on traffic analysis are marked in green colour. (A subset of the orange-
coloured threats are also detected using logs as was shown in the previous figure.) Again,
as mentioned for the attacks detected based on logs, similarly, for the attacks detected based
on traffic analysis information, the security officers of any platform interested in protecting
their platform using FISHY, they should only ensure that the appropriate traffic analysis
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data are passed to the FISHY platform. Then, FISHY integrates all the necessary tools for
detecting, recommending and potentially enforcing the mitigation policies.
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This has an important logical implication for FISHY: FISHY components can detect
the majority of the identified threats which shows that FISHY is a flexible platform that
can be exploited to detect the proliferating attacks that supply chain systems suffer today.
With regard to mitigation, the flexible FISHY user interface allows for easy registration of
multiple mitigation rules which could be drawn from a MITRE ATT&CK table.

4.6. FISHY-Enabled Security Enhancement in F2F Supply Chain

As has been shown in the previous sections, with the integration of the F2F IT system
with FISHY, a set of interesting (to the actors) and important attacks are detected and
mitigated. Additionally, we have realised that the different components of the FISHY
platform can detect more attacks than those presented above: generating additional security
probes, FISHY platform can detect attacks to additional points in the supply chain IT
platform based on SACM and also, analysing traffic at different network levels or network
islands, based on PMEM additional parts of the supply chain system can be protected.
Analysing log information and performing machine learning-based traffic analysis enables
the detection of a variety of attacks.

To assess the FISHY platform as objectively as possible, we presented the platform
and asked colleagues outside the project teams to experiment with the features of the
platform during a workshop that we held with seven people. The alpha version of the
FISHY platform was released to the select group of testers from the consortium partners
for evaluation and feedback. This process focused on identifying fundamental issues
such as bugs, glitches and major functionality gaps, ensuring that the core features of
the software were operational, and collecting feedback on performance and stability. The
feedback collected during the workshop served as a valuable resource for refining the
software before progressing to more extensive testing, where a larger and more diverse
user base will be involved. Although this is not a large and statistically representative
sample, due to the high expertise of the participants we consider their opinion valuable,
carrying their extensive experience in the farm-to-fork sector and more specifically from the
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IT system vendors. During this workshop, the user group answered/commented on the
following topics:

• Easiness to use and user friendliness: the Average rating was 4.1 (using a five-
point Likert scale), which was considered very good for a platform resulting from a
research project.

• Security improvement: The question we asked was this: “what would you say if you
were to quantify how much more secure is now the platform?”. From the discussion
that was raised, the answers converged towards the following key points:

• The platform seems to efficiently detect the main attacks of interest.
• The flexibility provided by the dashboard makes the operators feel they control

what happens in the platform they operate.
• The flexibility in detection offered by the different tools make the operators feel

they can defend a wide range of attacks.
• The FISHY dashboard with its clear presentation of events leaves time to the

operator to focus on configuring the platform to detect additional attacks.
• The immutability of the events guaranteed by the introduction of the blockchain

technology and the registration of events in the blockchain network open the
door to IoT vendors to persuade IT platform vendors to consider integrating IoT
devices by less popular vendors, thus fostering competition.

• To assess whether the multiple deployment options are of interest to the buyers,
we asked the group: “deployment options: are they important?”. They all found
that they are very important as the deployment in each supply chain is different
and tailored to the actors of the chain. One of the main business lines of Entersoft
S.A. is software customisation company providing services to big supply chain
actors. So, having the option to deploy on premise or on hybrid approach the
platform and decide the split of components offers huge and valuable flexibility.

Other comments we received include the following: “At the beginning, it was not easy
for us to understand how the platform is connected to the IT platform of the supply chain.
The user manual helped but needs to be accompanied by a video”. And it is “not easy
to understand the flexibility of the platform. Somebody needs to delve into the details to
find out”.

4.7. FISHY Scalability and Potential Enhancements

The FISHY platform has been shown to efficiently detect a set of attacks. Additionally,
it has been proven (based on the MITRE ATT&CK navigation tool) that it can potentially
expand to detect other attacks. This would require the implementation of security probes
on the side of the supply chain platform and on the configuration of appropriate rules
in the FISHY platform. Furthermore, the architecture of the FISHY platform can flexibly
integrate additional (open source or not) tools which can use the information captured by
FISHY platform, they can also use the central repository and finally exploit the user-friendly
FISHY user interface. With respect to the number of IT platforms that FISHY can protect,
there is no limitation on this as it has been designed with scalability in mind. To sum up,
the FISHY platform is both scalable and expandable with respect to the number of attack
it is capable of detecting, with respect to the IT platform it can protect and with respect
to the threat detection tools it can integrate. Its designers have pointed out that potential
enhancement would follow two directions: the design of a very easy-to-use front end (so
that it can be used not only by security officers) and the integration of tools that may be
optimized for other IoT threats.

5. Conclusions

To sum up, we have shown that it is possible to have a platform that can detect and
recommend the mitigation of multiple attack of different types (from network configuration
to blockchain specific threats) and, at the same time, be expandable to be able to detect
attacks that may be defined in the future. The FISHY platform efficiently protects the
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considered supply chain IT systems against multiple type of attacks, while with almost
straightforward configurations, it can protect against a really large set (almost 85%) of the
supply chain attacks reported in the MITRE ATT@CK framework. Apart from configuration
of the components, in certain cases, some development of the appropriate mechanism to
provide FISHY with the required supply chain platform details and data may be needed, but
this is considered minor once the components and their user interface to the administrators
are ready. Additionally, the flexible deployment of the FISHY platform is well appreciated
from external end users. The authors anticipate that security platforms like FISHY have a
strong potential not only in the supply chain but also in interconnected IT systems as, for
example, the connected health care systems and applications [17], which are of very high
importance to the quality and reliability of the health services provided.
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