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Resumo

Big Data e Descoberta de Conhecimento, em Tempo Real, nas
Instituições de Saúde

Nas instituições de saúde, a quantidade e complexidade dos dados gerados tornam a recolha, arma-

zenamento, processamento e disponibilização de informações um processo desafiador. Com a crescente

adoção de tecnologias, como registos eletrónicos de saúde, as instituições de saúde têm acesso a vastas

quantidades de informações. Estes dados são provenientes de vários dispositivos que, por vezes, são

incapazes de trocar informação entre si o que eleva a complexidade dos sistemas de informação.

O uso de Big Data, Interoperabilidade e Cloud-Computing surgem como soluções promissoras para

melhorar a eficiência e a eficácia dos sistemas de informação na área da saúde. Ajudam a fornecer

informações em tempo real, melhorar a tomada de decisões clínicas e providenciar atendimento perso-

nalizado aos pacientes. Contudo, a falta de recursos sentida de forma transversal, aliada à complexidade

do problema bem como da solução dificulta a aceitação e investimento por parte das instituições.

Esta tese pretende mostrar que, sistemas desenvolvidos na cloud podem providenciar acesso a re-

cursos computacionais poderosos e escaláveis sem a necessidade do assustador investimento inicial.

Mais ainda, mostra-se que, a combinação do paradigma cloud com ferramentas de Big Data possibilita a

informatização de sistemas a instituições de saúde de qualquer dimensão revelando um grande avanço

para a partilha de dados e interoperabilidade de dados.

O objetivo desta investigação é o desenvolvimento de um Software as a Service (SaaS) que, com a

implementação de padrões de dados conhecidos na área da saúde, consiga interoperar com as fontes de

dados das instituições de saúde. Este software deve ser adaptável aos novos modelos de trabalho (remoto

e/ou híbrido), possibilitando a diminuição significativa de gastos em recursos humanos e materiais. Os

resultados são extremamente promissores consistindo num software, adaptativo, escalável e modular que

permite a customização a qualquer instituição de saúde. Apesar dos casos de estudos se encontrarem

em diferentes estados de maturidade foram amplamente aceites pelos utilizadores.

Palavras-chave: Big Data, Clinical Data Standards, Cloud-Computing, Health Information Systems,Interoperability
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Abstract

Big Data and Real-Time Knowledge Discovery in Healthcare In-
stitutions

In healthcare institutions, the amount and complexity of data generated makes it difficult to capture,

store, process, and distribute information. With the increasing adoption of digital technologies such as

electronic health records and other data sources, healthcare institutions have access to voluminous quan-

tities of data. This data originates from a variety of devices that are sometimes unable to communicate

with one another, thereby increasing the complexity of information systems.

Consequently, Big Data and Interoperability are emerging as promising solutions for enhancing the

efficacy and efficiency of healthcare information systems. They contribute to the provision of vital in-

formation in real time, the improvement of clinical and managerial decision-making, and the delivery of

personalized, high-quality care to patients. However, the widespread lack of resources and the complexity

of the issue and its solution make it challenging for institutions to accept and invest in them.

This thesis aims to show that cloud-based systems can provide access to powerful and scalable

computing resources without the need for a daunting initial investment. Furthermore, it is shown that

the combination of the cloud paradigm with Big Data tools, such as Spark, enables the computerization

of systems for healthcare institutions of any size, revealing a significant advance in data sharing and

interoperability.

Thus, the main objective of this investigation is the development of a generic SaaS that, with the

implementation of widely known data standards in the healthcare field (Health Level Seven (HL7)), can

interoperate with any source of data from healthcare institutions. It is also intended that this software

be adaptable to new models of work (remote and/or hybrid), enabling a significant reduction in spending

on human and material resources. The results are extremely promising, consisting of a generic, adap-

tive, scalable and modular software that allows adaptation to any healthcare institution, its professionals,

patients and equipment. Although the case studies are in different stages of maturity, they were widely

accepted by users.

Keywords: Big Data, Clinical Data Standards, Cloud-Computing, Health Information Systems,Interoperability
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Introduction

This chapter introduces the scope and motivation for this doctoral thesis (Section 1.1). Then it presents the

research problem, opportunity and objectives (Sections 1.2 and 1.3) as well as the expected outcomes.

Finally, the design for conducting the research process, along with the reason for its adoption, are de-

scribed in Section 1.4. In addition, the summary of the research process (Section 3) and the structure of

this document (Section 1.6) are clarified.

1.1 Scope and Motivation

This investigation focuses on data-driven knowledge discovery in healthcare, particularly when vast

amounts of data are involved. These data, which include Electronic Health Records (EHR), laboratory

test results, and patient monitoring data, can potentially improve patient care and stimulate innovation

in the health industry. So, different data types are identified, including structured, semi-structured, and

unstructured data from multiple sources [128, 139]. Thus, collecting, storing, processing, and accessing

this large amount of data is particularly challenging since it requires the employment of sophisticated

tools and technologies to accommodate their heterogeneity [50]. This is when the concept of Big Data

emerges.

Big Data is one of the most popular terms worldwide, yet its definition is controversial. The term was

created from an effort to describe the huge amounts of data generated at any given time [91]. However,

it is challenging to determine when data becomes ”Big”. Therefore, the concept is now defined by its

characteristics (e.g., variety, velocity, volume) to eliminate ambiguity. These characteristics make Big Data

challenging to manage and analyze and makes it a popular research topic in healthcare [91]. As healthcare

organizations rely increasingly on data-driven approaches, it is crucial to have rigorously supported proof

that developing methodologies and technology, like Clinical Decision Support Systems (CDSS), may assist

them in advancing in data-driven healthcare contexts [73].

Big Data as a research topic offers as many opportunities as challenges. Various sectors are experienc-

ing several difficulties due to the topic [33]. From the general dilemmas that have already been presented,

some of them are highly important such as the lack of consensus and rigour in the definition, models and
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architectures, to those related to ethics, the ones related to privacy, security, and discrimination, and

even those related to organizational changes, such as the need for new skills, changes in workflows, and

resistance to change, among many others [102, 45]. Thus, research results are highly relevant, allowing

companies like healthcare institutions to provide robust evidence based on contemporary techniques and

technologies [88].

Using Big Data Analysis to improve healthcare is one of the primary drivers of research in this field. By

analyzing vast amounts of data, it may be feasible to find patterns and trends that can be used to forecast

patient outcomes and optimize treatment. This can aid healthcare professionals in providingmore effective

and personalized care to patients [125]. In addition, the sector’s potential for cost reduction is underlined.

By identifying and fixing healthcare system inefficiencies, it may be possible to lower costs and enhance

the system’s overall efficiency [28].

However, the lack of resources, including computing power and storage capacity, can make it chal-

lenging for healthcare organizations to manage and analyze this data effectively. Traditional on-premise

systems may not have the capacity or the capability to handle such large datasets, leading to the need

for more scalable and flexible solutions [5]. In addition, traditional systems demand expensive hardware

and software license investments that may result in a financial drain for the healthcare organization.

Cloud-based systems offer a solution to this problem by providing access to unlimited computing

and storage resources on a pay-as-you-go basis. This allows healthcare organizations to scale up their re-

sources as needed to handle the growing data volume without investing in expensive infrastructures [118].

In addition to the scalability and flexibility of cloud-based systems, they also offer other benefits, such as

improved data security and privacy and the ability to access data from anywhere with an internet connec-

tion. These features make cloud-based systems particularly well-suited for the healthcare sector, where

data security and accessibility are critical considerations [63].

Combining Big Data and the lack of resources has driven the adoption of cloud-based systems in

the healthcare sector. They provide a cost-effective and scalable solution for managing and analyzing

data. Lastly, research in this area encourages innovation in the healthcare industry, new research and

development opportunities will emerge, and new technologies and procedures that can enhance patient

care will be created.

1.2 Research Problem

Research on Real-Time Big Data Analysis and even Real-Time Knowledge Discovery in the Healthcare was

uncommon a few years ago due to the topic’s novelty, complexity, and absence of a practical implemen-

tation guide or set of best practices. It has been possible to identify the optimum technology to fulfil the

demands of the data volumes now being generated, using case-oriented strategies [24].

A literature search was performed to precisely define a pertinent research problem, as described in

Table 1. Various search engines, keywords, and inclusion criteria are highlighted there.
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Table 1: Literature Review Process

Search Engine Keywords Inclusion Criteria

Scopus Big Data;

Healthcare Information systems;

Data Repositories;

Interoperability;

Clinical Data Standards;

Cloud Computing Paradigm.

Open Access;

Since 2015;

Written in English;

Subject area is Computer Science, Engineering,

Decision Systems or Healthcare.

Science Direct

IEEE Xploree

Web Of Science

Google Scholar

NCBI

This search returned 1526 documents, the titles and abstracts of which were evaluated. After that,

the introductions and conclusions of the revealing documents were read. The reading continued if they

matched the theme for further discussion and analysis. Ultimately, a deeper examination was conducted,

and the work was cited. Note: citations from works before 2015 may appear in transactions if the work is

cited in another work under analysis or if the work is a reference in the study field.

In summary, the research identifies a considerable gap between distinguishing which data can be

studied in real-time and which data is required for analysis as a problem, for demonstrating essential

advancements in healthcare, and how this data may be examined in real-time, resulting in a use-case-

driven strategy. Providing a standardized method for creating and implementing solutions with scalability

and modification capabilities based on modern cloud-based architectures leads to new efforts for a new

method of developing decision support systems in healthcare. This work intends to enhance large-scale

data-driven techniques in which models and methodologies are as context-insensitive as possible.

Given the complexity of the environment, the requirements for real-time knowledge construction, and

a previously studied set of requirements, the following research question was formulated:

”How can Big Data in healthcare institutions become relevant knowledge for real-time

decision-making, with the ability to assist clinical management and generate clinical and

performance indicators, improving processes and resources, especially in evidence-based

medicine contexts?”

To address the deficiency mentioned above and in light of the growing demand for real-time knowl-

edge extraction from large data sources in healthcare, Section 1.3 contains a comprehensive listing of all

research objectives to be accomplished.

1.3 Objectives

This doctoral thesis seeks to develop a cloud-based health information system solution capable of real-

time managing massive amounts of data. In addition, it was necessary to develop an interoperable data
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repository based on laboratory test results. These solutions address the research question presented in

Section 1.2 and will be described in further detail later in this paper. As a result, this innovative method

reveals how to rapidly design and execute comprehensive, scalable, and low-cost clinical software for an

institution.

Based on this primary objective and given the identified gap, after seeing some health professionals

in the field, some objectives for this work can be postulated:

• Investigation and analysis of the existing level of knowledge concerning the context of the PhD

dissertation.

• Exploring the difficulties in Portuguese health institutions that can be addressed by employing

techniques for real-time processing of large amounts of data.

• Determine the most effective research methodologies and technologies.

• Proposal systems’ Architecture Design.

• Solutions development based on the aforementioned objectives.

• Prototype simulation, deployment and implementation.

In order to fulfil the objectives mentioned above, secondary research questions were outlined and will

be described below:

• RQ1 - What is the importance of Big Data in Healthcare?

• RQ2 - How can cloud technologies address the resource deficit in healthcare institutions?

• RQ3 - How do cloud services accommodate Big Data volumes when required in real-time?

• RQ4 - Is the use of standards recommended in this type of solution?

• RQ5 - What are the most suitable methodologies to conduct this research?

• RQ6 - What are the most appropriate technologies to develop the solution?

• RQ7 - What will be the best architecture for the novel system?

• RQ8 - What are the major challenges encountered throughout the development process? How were

they overcome?

• RQ9 - How would the established investigation build relevant knowledge for real-time decision-

making processes in healthcare institutions?

• RQ10 - Why is the study developed relevant, significant, and original in comparison to similar

solutions?
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In order to address the main research question and the additional research questions, it was necessary

to identify the research methodology to be followed. According to the preceding contextualization, it is

evident that the research falls under the domain of applied sciences. Due to the extensive usage of the

Design Science Research (DSR) methodology in the development of new solutions and approaches in the

Information Technologies (IT) sector, this methodology was chosen. This methodology will be described

in further detail in Section 1.4.

1.4 Research Design

This project will be supported by a set of primary methods and procedures so that there are guiding

principles and an orderly path to follow. After identifying and analyzing the available possibilities, the

decisions taken were deemed the most effective means of achieving the desired outcomes.

This scientific research process involves the constant acquisition of knowledge not just about the do-

main to which it applies but also about the subprocesses that comprise it (Bibliographical Research, Bibli-

ographical Review, Research Methodologies, and Text Production, among others). To develop a grounded

theory, the research must employ both quantitative and qualitative methodologies. Therefore it is based on

aMixed approach for the data analysis. Since the development will follow the analysis of data, which will

then be linked to the literature, the Inductive approach has been selected. As a result, and in conjunc-

tion with the primary purpose of solving a problem, the ontological philosophy embraced in this study is

Pragmatism, as no concepts will be used as the cause. Saunders, Lewis, and Thornhill believe that prag-

matism is intuitively appealing because it precludes researchers from engaging in intricate discussions of

notions such as truth and reality [126].

According to Brocke, Hevner, and Maedche, a DSR is a problem-solving paradigm that attempts to

expand human knowledge by creating inventive artifacts; as such, it is in complete harmony with the

aforementioned pragmatic approach. This methodology will be described in Section 1.4.1 [12].

1.4.1 Design Science Research

DSR is a relatively recent research methodology, but its roots are in engineering and the artificial sci-

ences [132]. As such, it seeks to create something that is novel and solves a specific problem, as opposed

to explaining an existing reality [120, 59].

The concept and meaning of this methodology have been interpreted differently by numerous authors.

In each case, it is agreed that the technique has two primary goals: 1 - apply knowledge to problem-solving,

and 2 - develop new knowledge, insights, and theoretical explanations. The methodology is built on a

critical approach, allowing it to be applied iteratively until the optimal solution is achieved based on the

examination of the generated solution [84]. Thus, according to the authors of A Design Science Research

Methodology for Information Systems Research, the methodology is divided into six parts illustrated in

Figure 1.
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Figure 1: Design Science Research Process. Adapted from [110].

The procedure for the research is as follows:

1. Problem identification and motivation - It involves defining the investigation and justification of

the potential value of an artifact. This stage is crucial since it will determine the success of all

subsequent steps. The impression of the problem’s complexity is essential to the success of the

item.

2. Objectives Definition - At this stage, the viability and practicability of the idealized artifacts must be

questioned. The more precisely and rigorously objectives are specified, the more achievable they

become. Artifact is understood as the overall solution, which is composed of the data repository,

the SaaS, and the case study about covid.

3. Artifact Design and Development - Creation of the artifact of any type (construct, method, model,

among others). This step should determine the ideal functionality of the artifact and its architecture.

4. Demonstration - Developing Proof of Concept of the artifact to solve the identified problem(s). It

may involve using the artifact, a simulation, a case study, or another appropriate activity.

5. Evaluation - Observing and measuring the effectiveness of the artifact for the problem. In this step,

the proposed artifact objectives should be compared with the actual results observed when using

the artifact.

6. Communication - Communication to the entire target community of the initial problem and its

importance, as well as of the elaborated artifact and its usefulness, effectiveness and relevance.

In accordance with this methodology, the research is Exploratory and seeks a solution to the ineffi-

ciencies seen in a particular context. As a result, and taking into account the fact that a survey of the gaps

present in the institution was conducted via interviews, analysis of existing systems, and other means, it

is considered that the research is of a mixed nature, as both quantitative and qualitative methods were
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employed, both individually and in combination. Classifying the project in terms of its time horizon, it has a

cross-sectional nature due to its instantaneous execution and concurrent occurrence in several healthcare

institutions.

In addition to the DSR methodology, two additional strategies were employed. The first, outlined in

Section 1.4.2, is intended to support the design and development phase of the artifact(s). In contrast, the

second, described in Section 1.4.3, is intended to accompany the demonstration phase of the developed

solution’s viability.

1.4.2 Case Study Approach

The case study method is a research technique that entails an in-depth investigation of a single case or

collection of cases. It is a technique used frequently in the social sciences, psychology, education, and

business to examine a complicated subject or phenomena in a real-world setting [93]. In the context of the

DSR research methodology, the case study approach entails collecting and analyzing data from a range of

sources to get a comprehensive knowledge of a particular problem or issue and suggest viable answers

or recommendations for its resolution. Usually resulting in the creation of comprehensive state-of-the-art

research.

In order to conduct a case study while applying DSR methodology, the following steps are often

considered:

Problem Identification : The first phase may involve reviewing the literature or interviewing experts or

stakeholders to better understand the problem and its causes. In our work, both approaches were

taken into consideration. Several interviews were conducted with clinic administrators together with

health professionals. However, an extensive literature search was also conducted in order to find

similar work that could shed light on the way forward.

Data acquisition : This can include interviews with individuals, observations, and written materials

such as documents, reports, and other published literature. Of all these options, during the course

of the research, professionals in action were observed, but also various reports and other software

were analyzed and discussed in order to understand how to develop a better solution.

Data Analyses : When studying the results of the interviews and the selected software, a careful analysis

was performed to identify patterns and trends and gain a deeper understanding of the problem.

artifact Development : Based on the insights gained from the data analysis, we moved on to the

development that is detailed in each of the case studies, Chapters 6, 7 and 8.

Evaluate and refine solution : Finally, the case study approach was used to evaluate the effectiveness

of the proposed solution through a proof of concept.
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1.4.3 Proof of Concept

The Proof of Concept (PoC) methodology is a practical demonstration model, which can prove whether a

concept, theory or solution is feasible for potential application in the real world [129]. Therefore, perform-

ing a PoC is often pointed out as one of the most important steps in the process of designing, developing,

implementing and proposing a prototype. In other words, it verifies if the solution meets the require-

ments and objectives defined for which it was initially designed, identifying potential flaws or errors in the

developed solution.

In short, a PoC demonstrates in practice the concepts, methodologies, and technologies involved in

elaborating a given project and thus validates the proposed solution, proving its viability and usefulness.

In this PhD thesis, the defence of the feasibility and usefulness of the proposed system went through

the application of SWOT research technique, in which a Strength, Weaknesses, Opportunities and Threats

were analyzed in detail. The SWOT analysis is meticulously explained in Section 1.4.3.1.

In this investigation, SWOT analysis will be supported by data collected with self-administered and

interviewer-administered questionnaires. In the future, it is intended to re-distribute the questionnaire and

see if the users’ responses change with continued use of the system.

1.4.3.1 SWOT Analysis

The origin of the acronym SWOT is comprised of four English words: Strengths, Weaknesses, Opportuni-

ties, and Threats. As the titles imply, this analysis enables us to analyze the developed solution’s inherent

strengths and shortcomings and its opportunities and risks [111].

During a study project between 1960 and 1970, Albert S. Humphrey is credited for developing this

technique. The investors in this study were Fortune 500 firms, a yearly list of the five hundred largest

companies in the United States, published to determine where business planning was going wrong and

designing a new management and administration system [47, 53].

This technique is now a strategy-planning tool that examines both the internal and external environ-

ments of a product or business. The complete process is represented by a matrix, which facilitates the

display of a solution’s characteristics to further justify decisions, revealing its strengths and weaknesses,

opportunities and even threats. Frequently, the matrix resembles the one represented in Figure 2. Analyz-

ing Figure 2 succinctly, it can be stated that the positive factors are all those that contribute incrementally

to achieving the initially proposed objectives, and these are positioned on the left side of the matrix. On

the other hand, the negative factors are those that somehow hinder evolution and are therefore seen as

adversities. These two types of factors are further divided into two others, those that only depend on the

developer or the organization in question and are, therefore, internal factors, and those that are external

to the organization and, therefore, beyond our control, external factors.
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Figure 2: Illustration of the SWOT analysis matrix. Adapted from [47].
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1.5 Research Process Overview

Figure 1.5 represents the entire research process through one illustration. It includes the core research

question followed by the primary objectives. Next, the main keywords searched during the literature review

research process and the various research strategies employed are addressed. Finally, the expected

outcomes of this doctoral dissertation are mentioned.

Figure 3: Research Process Summary.
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1.6 Document Structure

This manuscript is divided into four parts, subdivided into ten chapters. Part I has the introduction.

The introduction chapter (Chapter 1) includes the scope and motivation for the research, the research

problem being addressed, the research objectives of the study and the methodology used. To summarise,

a research process overview is provided. Additionally, the structure of the document is outlined in this

chapter.

Part II aims to contextualize the readers about the background and concepts discussed throughout

the document. The second chapter will provide an overview of the concept of Big Data, its characteristics,

the types of data it encompasses, the challenges it presents, the ethical considerations that must be

considered when working with Big Data, and some case studies.

Chapter 3 will approach the concept of Data Repositories, the history and concept, the types of

repositories that are available, the challenges they present

The next chapter (Chapter 4) will provide an overview of the Interoperability and Clinical Data Standards

concept. Beginning with the concept and importance, it addresses the types of data standards. Then the

challenges are presented, ending with some case studies.

Chapter 5 will provide an overview of the concept of the Cloud Computing Paradigm, the history and

concept, implementation and service models, the existing CSP, the issue of data security in the cloud,

and some practical examples.

Furthermore, a third part (Part III) containing three chapters presents the case studies. Chapter

(Chapter 6) describes an integrated real-time Big Data repository based on laboratory test results. Chapter

7 describes a novel approach to developing software as a service for test results, and Chapter 8 the

development of a study of the impact of covid-19 on the population’s desire to stay at home.

Part IV of the document presents the final considerations. Chapter 9 contains a detailed discus-

sion and summary of the projects and scientific contributions. In addition, Chapter 10 provides some

conclusions and stages that follow the work presented.
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2

Big Data

The purpose of this chapter is to define Big Data and its characteristics. Section 2.1 begins with a brief

history of Big Data. Then, Section 2.2 presents the definition for the Big Data Characteristics. Section 2.3

covers the data types that can be processed. Next, the technologies normally associated with Big Data

are briefly described (Section 2.4). Finally, it concludes with a discussion of the challenges (Section 2.5)

as well as case studies in the healthcare industry (Section 2.6).

2.1 History and Concept

When considering the concept of Big Data, it is evident that although the word did not appear until 2005,

the usage of big amounts of data and the necessity to comprehend and manage it dates back decades, if

not centuries. John Graunt conducted the first reported statistical data analysis experiment in 1663. By

collecting data on mortality, he theorized that it might be feasible to create an early warning system for

the bubonic plague, ravaging Europe at the time [9].

Since then, several technological improvements have evolved, including internet, Business Intelligence

(BI), data centers, and, in 1989, Big Data. Erik Larson penned an article for Harper’s Magazine describing

data usage for uninvited advertising. In the 20th century, in 1937, the government of Franklin D. Roosevelt

in the United States of America initiated the first major data processing initiative [9, 80].

Six years later, during World War II, the first data processing computer arrived with the primary ob-

jective of deciphering Nazi codes. At the time, the government was required to assess the contributions

of 26 million Americans. International Business Machines Corporation (IBM) was awarded the contract

to develop the perforated card reading system for this massive accounting undertaking. The National Se-

curity Agency was created on November 4, 1952. During the Cold War, it faced tremendous information

overload due to the automatic collecting and processing of intelligence signals. This technology, capable

of deciphering 5,000 characters per second, identified patterns in intercepted messages [85, 112].

Already in the 1990s, the proliferation of Internet-connected gadgets spurred data production. Roger

Mougalas of O’Reilly Media coined the term ”Big Data” in 2005. As new social networks emerge, more
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data are generated every day. Larger corporations have developed in recent years than startups that

engage in Big Data research and comprehension, according to [115, 85].

Regarding the boundary between what is and is not deemed Big Data, the concept of Big Data remains

a relative word. Big Data is a vastly different notion and scale for a corporation like Google than for a

medium-sized business [140].

The term ’Big Data’ refers not only to the enormous volume of data, which can be measured in

petabytes or exabytes, but also to its velocity (pace of data gathering) and its variety due to the numerous

types of data, including structured, unstructured, and semi-structured data. However, there are multiple

definitions of Big Data. The most widely recognized explanation was provided by Douglas Laney, who

noted that Big Data increased in three distinct dimensions: volume, velocity, and variety (3 Vs) [78].

These three characteristics compose the mainstream model for ’Big Data’. Other authors, however, have

combined these traits and added several more V’s, including Value, Veracity, Visualization, Viscosity, and

Virality. These characteristics will be meticulously described in Section 2.2.

2.2 Characteristics

Big data has become increasingly important today as organizations seek to extract value from the vast

amounts produced and consumed data. In order to effectively utilize data analytics and incorporate them

into product and process development, organizations need to understand and analyze relevant data flows

and bring them closer to the core business [114, 161].

Big data has the potential to have a substantial effect on the healthcare industry. Healthcare organ-

isations can acquire significant insights into the patterns and trends that influence patient outcomes by

analyzing huge amounts of data from many sources, such as EHR, wearable devices, and population-level

data. These insights can be used to enhance patient care, cut healthcare costs, and stimulate innovation

in the healthcare business [145, 114].

To explain this new field of Information Systems (IS) in a more consensus way, the characteristics

linked with the term Big Data arose. According to Gandomi and Haider, the most significant attribute of

Big Data is its volume [35]. However, the definition now requires additional qualities. 3V’s model was

introduced in 2001, as illustrated in Figure 4 [67, 78]. As time passed, further features appeared. Initially,

value and veracity emerged. Variability and complexity emerged subsequently, although they are not as

remarkable according to the literature [35]. In addition to these qualities, three others emerged: ambiguity,

viscosity, and virality [74]. Figure 5 summarises all these characteristics identified in the research.

These first characteristics are straightforward to define. The amount of data that is created and

stored is denoted by volume. Variety refers to the various types of data that are generated, including

semi-structured, unstructured, and structured data. Velocity refers to the rate at which data is generated

and must be processed [140].

Variability is associated with the varying rates at which data flows and is hence strongly related to
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Figure 4: The 3 Vs as main Big Data Characteristics. Adapted from [161].

Figure 5: The 9 Vs as main Big Data Characteristics. Adapted from [22].
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Velocity. The complexity of the others increases due to their dependence on other characteristics. Com-

plexity emphasizes the difficulty of dealing with many data sources, for example, connecting, combining,

cleansing, and transforming them, which depends on their forms and, therefore Variety. The absence of

suitable metadata and the combination of volume and variety causes ambiguity. Viscosity is produced

when the combination of volume and data velocity generates resistance in data flows and Virality, which

measures the time it takes for data to spread between peers in a network [140].

The V’s of Big Data are crucial considerations for companies seeking to effectively handle and ana-

lyze massive, complex data collections. At this point, attempting to quantify any of these traits appears

difficult. Big data remains an abstract notion, and it must be acknowledged that it can comprise several

features [162]. If approaches and technologies are insufficient to deal with the concept, it should be

acknowledged as information that prompts a shift in our thinking about them.

2.3 Data Types

Big Data encompasses a wide range of data types, including structured data wich implies constant fields

across all entries, that can be organized, for instance, in database tables, and can be easily processed

using traditional tools; unstructured data, which is not organized in a predeterminedmanner and cannot be

easily processed and stored using traditional tools; and semi-structured data, which is partially structured

and partially unstructured [140]. Table 2 presents the distinguishing characteristics of the three data

types.

Table 2: Differences between structured, semi-structured and unstructured data. Adapted from [87]

Characteristics
Types

Structured Semi-Structured Unstructured

Schema Well Defined Not Required Not Defined

Sctructure Regular Unregular Unregular

Data Structure Independent Embedded Source-Dependent

Adaptability No Yes Yes

2.4 Big Data Technologies

There are several technologies related to Big Data. The most common one is Apache Hadoop. This section

presents the Hadoop ecosystem and other technologies for Big Data analytics. Hadoop is an open-source

Apache project based on Hadoop Distributed File System (HDFS) and MapReduce [8].

Some advantages of Hadoop are:

• Higher speed and agility;
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• Reduced administrative complexity;

• Integration with other services in the cloud;

• Improved availability and disaster recovery;

• Flexible capacity

In early versions of Hadoop, there were two major components: the HDFS, where files are distributed

and replicated across nodes enabling the system for fault tolerance and availability, and a distributed

processing framework called Hadoop MapReduce, where data present in the HDFS is processed on a

divide-and-conquer basis [16, 137].

Over the years, Hadoop has evolved considerably, including transitioning from MapReduce to Yet

Another Resource Negotiator (YARN) [52]. YARN takes a new approach to the JobTracker and TaskTracker

components, replacing them with a ResourceManager, a NodeManager, and an ApplicationMaster, to solve

some problems present in previous versions, such as scalability on large clusters or support for alternative

programming paradigms [130].

Other related projects were emerging. Some of them and their main characteristics are illustrated in

Figure 6.

Figure 6: Hadoop Ecosystem. Adapted from [76].

Next, the Hadoop technologies are described according to [76, 137, 52].

1. Core Components

a) HDFS – Distributed Storage System
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b) YARN – Distributed Resource Management Layer

c) MapReduce – Distributed Data Processing Component

2. High Level Data Processing Components

a) Pig – Top level data processing engine

b) Hive – Data Warehousing on top of Hadoop, interface to query data.

3. NoSQL Components

a) HBase – Column Oriented NoSQL database

4. Data Analysis Components

a) Drill – Schema free Structured Query Language (SQL) query engine

b) Hama – Framework for Big Data analysis

c) Crunch – Framework to write, test and run MapReduce pipelines

d) Mahout – Scalable Machine Learning (ML) library

e) Lucene – High performance text search engine

5. Data Serialization Components

a) Avro – Data serialization framework

b) Thrift – Interface definition language and binary communication protocol

6. Data Transfer Components

a) Sqoop – Tool designed for efficiently transferring bulk data between Hadoop and Relational

Database Management System (RDBMS);

b) Chukwa – Data collection system for monitoring large distributed systems

c) Flume – Data Collection and aggregation system;

7. Management Components

a) Oozie – Server-based workflow scheduling system;

b) HCatalog – Table and storage management layer. Interface between Hive, Pig and MapRe-

duce;

8. Monitoring Components

a) Ambari – Hadoop deployment, management and monitoring tool

b) ZooKeeper – Highly Reliable distributed coordination system

c) Hadoop User Experience (HUE) – Open source Hadoop Web interface
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2.5 Challenges

Working with Big Data presents many challenges, including the need for specialized skills and technologies,

the need to handle large volumes of data, and the need to ensure the privacy and security of sensitive data.

To effectively design and implement Big Data solutions, organizations must overcome these challenges

and adopt techniques and technologies tailored to their specific needs [1, 6].

2.5.1 General Dilemmas

The absence of an agreement on the concept of ”Big Data” is the first of the general problems. The

same applies to the definitions of the linked models and architectures. Even the complete use of Big Data

remains an unexplored topic, such as its applications in research, engineering, health, finance, education,

the government, retail, transportation, and telecommunications. Big Data problems include selecting the

most relevant data from several sources and determining its worth. How Big Data can better reflect the

population than limited data collection is a second often debated challenge. This varies by circumstance,

but many authors caution against supposing that more data is always preferable.

2.5.2 Technical Issues

Technical issues include the collection, integration, cleansing, transformation, storage, processing, anal-

ysis, and management of Big Data. Working with Big Data involves several challenges, such as the need

for specialized infrastructure and tools to process and analyze the data, professional staff to manage and

analyze the data, and the need to protect data security and privacy.

Data Storage : Large amounts of data can be difficult to store, particularly in the healthcare industry,

where data is frequently sensitive and regulated. Healthcare businesses must ensure the necessary

infrastructure and systems are in place to securely store and handle data. Therefore, it is necessary

to reconsider both storage devices and architectures.

Data Redundancy: Data redundancy is a crucial tool to ensure the reliability and availability of important

data. More so with systems that rely on large amounts of data and synchronization between them.

Therefore multiple redundancies must be ensured. Ideally, online backups should be implemented

in addition to redundancy. Still, in Big Data systems, implementing redundancy can be a problem

because a greater need for storage also means a significant cost increase.

Data Management : Scalability becomes essential for data storage and analysis. Growing data vol-

umes demand redesigning databases and algorithms to extract their value. Distributed/parallel

computing, especially when hosted in the cloud, is required to manage Big Data in order to ensure

availability, cost-effectiveness, and flexibility.
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Data Quality : Ensure the quality and accuracy of data, particularly in the healthcare industry, in order

to make informed decisions.The higher the number of data sources, the higher the risk of quality

concerns. Multiple sources of heterogeneity exacerbate these difficulties, as typical data analysis

tools assume homogenous data. Heterogeneity has ramifications for data integration and reper-

cussions for Big Data analytics since the unstructured nature of data sources provides a number

of issues in terms of transformations required to allow the execution of relevant analytic activities.

Data Visualization : Visualizing Big Data requires rethinking old ways due to the volume of data. There-

fore, it is essential to combine form and function. Visualization in the healthcare industry also

demands particular skills and knowledge. Healthcare institutions must ensure they have the pro-

fessionals necessary to evaluate and interpret data efficiently but even more so that the information

is easily accessible for consultation.

Data Security : Data security is a concern for any project that relies on data. However, especially when

Big Data specific tools are used some, special care is needed. There are several security projects

that provide for the use of Hadoop, for example. Kerberos, Apache Knox, and Apache Ranger are

three projects that aim to implement the five pillars of security: administration, authentication,

authorization, auditing, and data protection.

2.5.3 Ethical Considerations

The use of Big Data raises a number of ethical considerations, including the need to safeguard the privacy

of people whose data are being gathered and processed, the potential for bias in the data analysis, and

the need to ensure that the data is being used ethically and responsibly. Organizations and individuals

working with Big Data must take these ethical considerations into account in order to ensure that the data

is used in a way that is fair and just.

Privacy and security/Ethical Considerations: Protecting the privacy and security of patient data is

a major concern in the healthcare sector. Healthcare organizations need to ensure that they have the

necessary safeguards to protect against unauthorized access or data misuse.

2.6 Practical Examples

There are many examples of how Big Data is being used worldwide in healthcare to improve patient

outcomes and reduce costs. Next are presented a few examples of practical implementations.

In 2013, Dr. Chow Wai Leng and her team identified that public hospitals faced a recurring challenge :

Patient wait times in the emergency department. After analyzing the trends, the team adjusted personnel

to better fit patient arrival patterns [147]. After it, The Singapore Ministry of Health used Big Data to

improve the efficiency of its healthcare system. By analyzing data from electronic health records, the
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ministry identified bottlenecks and inefficiencies in the system. This allowed them to make changes that

reduced wait times and improved patient satisfaction [119].

In 2018, The United Kingdom (UK) National Health Service (NHS) employed Big Data techniques

to reduce the time it takes to diagnose and treat patients with breast cancer. By analyzing data from

mammograms, electronic health records, and other sources, the NHS could identify patterns indicating

breast cancer’s presence. This allowed physicians to initiate treatment earlier, which can enhance patient

outcomes [81, 57]. With the establishment of NHS Artificial Intelligence (AI) Laboratory, the institution

claimed in 2020, to have been at the vanguard of the AI revolution. Consequently, NHS patients will be

among the first in the world to benefit from new AItechnologies, owning to the AI in Health and Care Award

and a 50 million investment increase [149].

In 2021, Mayo Clinic launched two new companies to use patient data and AI to improve the accu-

racy of diagnoses and treatment plans for patients with rare and complex diseases. By analyzing EHR,

laboratory results, and other data sources, the clinic was able to identify patterns and correlations that

helped doctors make more informed decisions [77]. In Denmark, the same approach was taken by the

NHS [29].

The Centers for Medicare and Medicaid Services (CMS) used Big Data to identify and reduce fraudulent

billing practices in the United States. By analyzing claims data, CMS was able to identify patterns that

indicated potential fraud and take action to prevent it [121].

A review of publications on Industry 4.0, Big Data, healthcare operations and future perspectives of

these keywords provided by [70] suggests that wearable devices, the Internet of Things (IoT), and cloud-

based technologies will serve as the foundation of future personalized healthcare. It also anticipates that

as sensors and smart devices improve quality, functionality, and energy efficiency, the way we approach

individualized healthcare will shift, resulting in an explosion of data. Undoubtedly Big Data, defined as

the processing of diverse data in format, source, and qualities, will be a future buzzword in the healthcare

industry.
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Data Repositories

The following chapter will provide a comprehensive description of data repositories. Initially, the history

of the term is outlined (Section 3.1). Yet, the various types of data repositories that can be adapted to

the universe of Big Data are described in Section 3.2. In addition, some of the difficulties connected with

developing data repositories are highlighted in Section 3.3. Finally, some case studies illustrating their

application are presented in Section 3.4.

3.1 History and Concept

The term ”Data Repository” refers to a generic infrastructure that stores segmented data for analysis or

reporting. These infrastructures are currently highly appreciated because they enable businesses to make

decisions supported by information that is typically more reliable than gut feelings [151]. An appropriate

data repository increases the speed of data access and sharing, as well as the preservation and archiving

of sensitive data. This challenge increases when we are facing large amounts of data. In this case, we refer

to our repositories as Big Data Repository. A Big Data Repository is designed for the same purpose but

has the particularity to store and manage large and complex data. Therefore the design process needs to

handle the main characteristics of Big Data: volume, velocity, and variety. These data can be structured,

unstructured, or semi-structured and can be generated from a wide range of sources, including social

media, websites, sensors, and other devices, at an unpredictable velocity. Big Data Repositories provide

the necessary infrastructure and tools to process and analyze these datasets in order to extract valuable

insights and knowledge.

In healthcare, data repositories are applied for a variety of purposes. They may be used to store and

retain patient records, which healthcare professionals may subsequently use to guide treatment decisions

and improve patient care. Eventually, it may also be used to store and manage research study data, which

researchers can then use to aid their job. Finally, it may be used to store and manage administrative data,

such as billing and scheduling information, hence speeding and enhancing administrative tasks, or even

store and manage public health data, such as data on disease outbreaks, which can impact public health

policies and activities.
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One of the first data repositories in the healthcare field was the National Library of Medicine (NLM)

MEDLINE database, which was created in the 1960s. MEDLINE is a bibliographic database that contains

abstracts and citations for biomedical literature from around the world, including articles from scientific

journals, proceedings, and other types of literature. It is widely used by healthcare professionals, re-

searchers, and students to access information related to various aspects of medicine and healthcare.

Later, the NLM created the National Cancer Institute’s Cancer Data Standards Repository, which is used

to store and manage data related to cancer research, the Genetic Testing Registry, which is used to store

and manage information about genetic tests and the ClinicalTrials.gov database, which is used to store and

manage information about clinical trials. Since 2000s, EHR has become more widely adopted, leading to

the development of large, centralized data repositories used to store and manage patient records.

There are inherent preoccupations that must be addressed, such as the repository’s potential be-

haviour as the data expands or the possibility of a system failure necessitating more frequent backups [7].

Therefore, these are legitimate challenges, but the data repository management team can be aware of

and plan for them. More about this topic is detailed in Section 3.3.

There are several types of Big Data repositories, including data lakes, data warehouses, among others.

Each type of Big Data repository has its own strengths and limitations, and the appropriate choice for a

given organization will depend on its specific needs and requirements and will be described in Section

3.2.

3.2 Types of Data Repositories

Nowadays, institutions have several alternatives for storing the information they produce, gather, and use.

Options for data repositories comprise relational databases, data lakes, data warehouses, data marts,

NoSQL databases, among others. These repositories differ in terms of their architecture, data model, and

use cases. Each repository type has its own strengths and weaknesses and is suited for a variety of data

types and use cases.

3.2.1 Relational Database

Edgar Frank Codd was an Englishman who studied mathematics and chemistry at Oxford and then served

as a Royal Air Force pilot in World War II. In 1970 he invented the relational database, which is nothing

more than simply a set of relationships used to store and handle the data in the database. A connection

consists just of a table of values. Each connection has columns and rows called attributes and tuples,

respectively [142, 51]. To better specify and conceptualize the relational model, E.F Codd published in

1985, 12 rules that any relational model must follow [19, 142]:

Rule 0 - Foundation: Any RDBMS must be able to manage the data it stores, in its entirety, through its

relational capabilities.
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Rule 1 - Information: All data must be stored in table format only (columns and rows). Each row

represents a single fact. Each column describes a single property of an object. Each value is

defined by the intersection of a column and a row.

Rule 2 - Guaranteed Access: Access to the data must be ensured by the table name, the column

name, and the primary key value.

Rule 3 - Null Value Support: Regardless of the domain of the column, null values are acceptable as

a way to express information that is not available or inapplicable. The null value does not mean

the absence of value.

Rule 4 - Dynamic Relation: In RDBMS, metadata are data that characterize the database or the data

itself. Therefore, there are tables defined by the system and to which only authorized users to have

access where all the metadata of the system is detailed.

Rule 5 - Comprehensive Data Sub-language: There must be a single language capable of defining

integrity resets, views, and other operations. Although SQL is not the only data query language, it

is the most common.

Rule 6 - Updating Views: Views must reflect possible updates of the source tables. The same applies

to the reverse operation. So these help in the implementation of data abstraction and access

control.

Rule 7 - Set level insertion, update and deletion: RDBMSmust have the ability through an instruc-

tion to handle operations such as inserting, selecting, and updating data.

Rule 8 - Physical Data Independence: Physical operations must be separated from user operations

with a physical storage layer. Changes in physical storage or access techniques must not cause

logical damage to applications.

Rule 9 - Logical Data Independence: Users and applications are, to some extent, independent of

the logical structure of a database. The logical structure can be changed without redeveloping the

database and/or the application.

Rule 10 - Integrity Independence: RDBMS must implement data integrity internally. This is not the

application’s purpose. Data integrity ensures the consistency and precision of database data.

Rule 11 - Distribution Independence: The data manipulation language must be able to work with

centralized and distributed databases. Views, for example, must be able to join data from tables

on different servers.

Rule 12 - Non Subversion: Any row in any table must comply with the imposed security and integrity

requirements. There are no unique privileges.
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Consequently, the relational database model has a relatively rigorous schema om, meaning that a

schema must be established in advance before the data is loaded and that all attributes in the schema

are uniform for all components; in the case of missing values, null values are used. Changing the schema

of databases is complex, especially when the database is a partitioned relational database that is dis-

tributed across numerous servers. If our requirements for data capture and administration are continually

changing, a strict schema might soon become an impediment to change. The majority of relational

databases use SQL to view and edit the database’s contents. It is segmented into pieces such as clauses,

predicates, queries, and statements and is originally based on relational calculus and relational algebra

[48].

Four crucial properties define relational database transactions: atomicity, consistency, isolation, and

durability - typically referred to as Atomicity, Consistency, Isolation, Durability (ACID) [51]:

Atomicity A transaction should have all its operations executed in case of success. In case of failure,

no results of any operation are reflected in the database.

Consistency The execution of a transaction must take the database from one consistent state to another

consistent state, A transaction must respect data integrity rules (such as key uniqueness, logical

integrity constraints, etc.).

Isolation Isolation is a collection of strategies that prohibit concurrent transactions from interacting with

one another as if they were done sequentially (one after the other). The primary purpose of con-

currency control is isolation.

Durability The outcome of a successful transaction execution must persist in the database despite power

outages, deadlocks, or other faults. They must ensure the data is ultimately accessible.

A relational model has as its main goals to provide a high degree of independence between data,

simplify administration and maintenance work, allow the expansion of multiple-oriented data manipulation

languages and eliminate redundancies, inconsistencies and errors [51].

3.2.2 Non Relational Database

Non-relational databases are a class of database management systems that differ significantly from re-

lational systems in numerous aspects. Notably, neither relationships (tables) nor SQL are used as the

storage structure or query language. Join operations cannot be performed, and ACID characteristics can-

not be guaranteed. In addition, it is horizontally scalable. This means that when the volume of data, the

number of users, or the number of requests increases, additional machines can be added to the system

to manage the increased demand. [48, 98].

Non-relational databases are designed to manage vast volumes of data that are typically unstructured

and do not conform to the usual tabular relationships utilized by SQL databases. With the development

of NoSQL, cloud computing can now manage massive amounts of data and analyze it efficiently [15].
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They are often used for Big Data and real-time web applications. Some popular NoSQL databases,

Hadoop and Cassandra, are specifically designed for handling very large amounts of data and are used

by many organizations as the primary repository for their Big Data. Other NoSQL databases, such as

MongoDB and Redis, can also be used for Big Data applications, although they may not be as well-suited

for extremely large datasets. NoSQL databases are a suitable option for Big Data applications that demand

horizontal scalability and may benefit from the flexibility of many data models [4, 124].

NoSQL could be categorized in 4 types:

Key-Value database – Employ standalone tables to store data as basic identifiers (keys) and their as-

sociated values. These tables are also known as Hash Tables. The values might be of various

types, ranging from simple text strings to the most complicated arrays or objects. However, data

inquiries and modifications are only possible with the identifying keys. These databases are excep-

tionally well-sized, which makes the space occupied cost-effective and eliminates empty columns.

As a result, they are extremely partitionable and permit horizontal scaling. The most prevalent are

Redis, Riak, Amazon Dynamo DB, etc [10, 117].

Document-Oriented database – As an alternative to storing data in rows and columns, document

databases, as their name suggests, utilize documents. They are the most prevalent alternative to

relational and tabular databases. Documents are discrete records that store information about an

object and its metadata in pairs of field values. The kinds and structures of values include strings,

numbers, dates, arrays, and objects. Documents can be stored in JavaScript Object Notation

(JSON), BSON, and Extensible Markup Language (XML) formats [10, 90]. The most popular is,

unquestionably, MongoDB.

Column Oriented database – A relational database is built to store rows of data, but a columnar

database is optimized for retrieving columns quickly. These databases are suited for analytical

querying since column-based querying considerably reduces disk I/O requirements and the amount

of data required to be loaded from the disk. Consequently, they are highly available, scalable,

and designed for a distributed environment. The most prevalent include Apache Cassandra and

HBase [90].

Graph database – Graph databases are specifically designed to store and navigate nodes and relation-

ships. Relationships are unique elements that contribute the majority of value to graph databases.

Nodes are used to store data entities, whereas edges are used to store the relationships between

those entities. There is no restriction on the number or types of relationships a node can have.

The structure of graphs permits data to be stored once and interpreted differently based on its

relationships. The most prevalent are OrientDB and NEO4j. etc[122].

Other models, such as Column Oriented Databases, Object Oriented Databases, XML Databases,

Multidimensional Databases, Multivalue Databases, and Multimodel Databases, are also possible. The
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Figure 7: Most Common Types of NoSQL Databases.

optimal method for choosing between No Relational and Relational databases is to examine the data that

will be stored. Consider a few factors, such as: Hierarchical structure will be used? How many users

will access the database? How do you assess the scalability? What is the purpose of the database (BI,

Historical Data,ML, Real-Time Data)? The most common types are illustrated in Figure 7.

In conclusion, the No Relational approach provides numerous advantages. But it is not the reason

we should apply it in every circumstance. A relational model may and should be applied in numerous

systems. The primary distinctions between relational and non-relational databases are outlined in the

table 3.

Table 3: Comparison between Relational and Non-Relational Databases

Feature Relational Database Non Relational Database

Availability Good Good

Consistency Good Low

Data Storage Medium Good(for Big Data)

Performance Low Good

Reliability Good Low

Scalibility Good (Expensive) Good

Rather than these more common concepts (relational and non-relational databases), additional con-

cepts are becoming increasingly popular due to the current interest in Big Data. Data Lake and Data Mart,

to be precise. These will be briefly detailed in Sections 3.2.3, 3.2.4 and 3.2.5, respectively.

3.2.3 Data Lake

The concept of Data Lake has been around since the late 1990s. However, the term was coined by

the Chief Executive Officer (CEO) of Pentaho, James Dixon, in 2010. Data lakes are large, centralized

stores of raw data that can serve multiple purposes. Data lakes store a variety of data types, such as

written documents, photographs, videos, and audio recordings. Data lakes are intended to hold both

structured and unstructured data from various sources. Consequently, this type of repository has the

ability to provide scalability and flexibility while being cost-effective. However, the data cannot be used

immediately. Numerous applications, including data discovery, analytics, and machine learning, make
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substantial use of data lakes [94, 42]. Also, for really large datasets setting up and maintaining a data

lake can be complex. A data lake can store data from many different sources and formats, which can

make it difficult to enforce data governance policies and ensure the quality of the data. Also, it is important

to implement robust security measures to protect this data [100].

3.2.4 Data Warehouse

Data Warehouse was defined in 1995, for Inmon as ”a subject-oriented, integrated, time-variant, and

nonvolatile collection of data in support of management’s decision-making process.” [60]. So it is inter-

preted that a data warehouse is a centralized repository, designed for fast querying and analysis, that

stores large volumes of data from multiple sources in order to organize, analyze and report on it or even

support decision-making activities [86]. In short, this structure stores structured data, mostly used by

data visualization or BI reporting platforms, since the data present here is ready to be used. Typically the

data comes initially from relational databases and internal or external systems or platforms. The most

typical data warehouse architecture is the Star Schema, devised by Ralph Kimball in 1996. It consists of

a central table called the fact table surrounded by several dimension tables [39, 99].

3.2.5 Data Mart

Data marts are a more specific version of data warehouses. It often focuses on a certain topic area or

industry. For this reason, it is, only exceptionally well-structured and more detailed data is selected for

this structure. They are meant to enable corporate intelligence and analytical applications and to give a

quick query performance. Despite the fact that they are frequently ”subsets” of a data warehouse, they

can be independent and populated with data from a range of sources, including transactional systems,

operational databases, and other data warehouses. They are typically developed to serve a particular

business activity or department inside a major firm, such as sales, marketing, or finance [99].

Figure 8 highlights the significant architecture of data lakes and data warehouses.

3.3 Challenges

There are several challenges associated with the building and use of Big Data Repositories, including the

need for specialized infrastructure and tools, the need for skilled personnel to manage and analyze the

data, and the need to ensure the security and privacy of the data [66].

Managing Big Data often requires specialized hardware and software, such as distributed storage

systems like Hadoop and HDFS which can scale to store very large amounts of data and parallel processing

frameworks like MapReduce and Spark, allow data to be processed in parallel across a cluster of machines,

which can significantly improve processing speed. This type of environment can be expensive to acquire

and maintain. After being stored and processed, analyzing and deriving insights from Big Data requires

29



CHAPTER 3. DATA REPOSITORIES

Figure 8: Data Warehouse and Data Lake Architecture.

specialized skills, such as knowledge of programming languages like Python and SQL, and experience with

Big Data analysis tools mentioned above. Data scientists, data engineers, and other professionals with

these talents are in high demand. Thus it might be difficult to find and retain individuals with them [17,

134].

Big data repositories often contain sensitive and confidential data, and it is important to ensure that

this data is protected from unauthorized access and breaches. This can be challenging due to the volume

and complexity of the data, and the need to balance security with the ability to access and analyze the

data. It is important to implement measures such as encryption, access controls, and security monitoring

to protect the data in a Big Data repository [144, 146].

3.4 Practical Examples

Numerous implemented case studies highlight the use of Big Data Repositories in various sectors and

fields. A healthcare institution, for instance, could utilize a Big Data Repository to store and analyze

patient data in order to enhance the quality of care and minimize expenses. A retailer might use a Big

Data Repository to store and analyze customer data to enhance its marketing and sales operations. These

are only a handful of the numerous methods in which Big Data Repositories can be utilized to promote

value and innovation. In the real world, a number of healthcare organizations are focusing on building

massive data repositories [114].

The UK’s NHS has implemented a national electronic health record system called NHS Spine. NHS
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Spine is the largest public healthcare platform in the world and a crucial element of the UK’s national

infrastructure. The system contains data on every patient in the country. Spine provides secure interop-

erability through national services such as the Electronic Prescribing Service, Summary Care Record and

Electronic Referral Service. This technology is used to increase the efficiency of care and decrease the

number of errors by making patient information more accessible to medical practitioners [103, 141].

The Swedish National Patient Registry, started in 1960, is a large data repository that contains infor-

mation on all hospital admissions, outpatient visits, and causes of death in Sweden. It has for example,

Statistics on disease and surgical treatment of patients in Sweden have been published for over 100 years.

This registry is used for a wide range of purposes, including healthcare planning, quality improvement,

and research [101].

More ambitious approaches are emerging in the genomic data arena. For example, the National

Cancer Institute’s Genomic Data Commons (GDC). This is a central database that provides access to

both genomic and clinical data from patients with cancer registries. This allows researchers in the field

to analyze thousands of patients in detail so that they can gain insight into the genetic basis of cancer

and how it evolves. Ideally, these studies would be extremely effective in developing treatments for the

symptoms or even the disease.
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Interoperability and Clinical Data Standards

This chapter aims to provide information to the reader on the significance of interoperability and data

standards. Consequently, the purpose of Section 4.1 is to define interoperability. The types of data

standards utilized in healthcare are described in Section 4.2. In the final two chapters, the challenges of

applying standards (Section 4.3) and instances of applicable case studies are described (Section 4.4).

4.1 Concept and Importance

Clinical data refers to patients, their symptoms, diseases, procedures, medications, and laboratory results,

among other information. This may include demographic information, medical history, laboratory test

results, imaging investigations, vital signs, and treatment plans. These data are collected in several

information systems (EHR, illness registries, clinical trial documentation, mortality databases), which are

varied, context-dependent, frequently insufficient, and occasionally erroneous [3].

Whenever statistical analysis or case-based reimbursement is necessary, the data must be structured

with a trade-off regarding breadth and granularity. Therefore, it is essential to underline that openness and

shared features are essential success criteria for e-Health solutions. Knowledge is power. Therefore, by

implementing interoperability, institutions may maximize their data assets’ value and their potential [138].

The concept of interoperability can be defined as the ability of one system to communicate and share

information with another system that arises from the heterogeneity and distribution of several different

sources of information. Interoperability is a concept that can be applied in several areas; therefore, each

of them will have its own approach and definition. The Dublin Core Metadata Initiative (DCMI) describes

interoperability as ”the ability of different computer networks, systems, components or applications, to

work effectively to exchange information in a useful, meaningful and usable way.” This definition can be

completed with the interaction and exchange of information between devices [58, 138].

However, its definition of interoperability has been updated notably by HIMSS which adds that this

exchange should be integrated. Data should be used cooperatively in a coordinated manner, within and

across organizational, regional and national boundaries to provide seamless and timely information porta-

bility and optimize the health of individuals and populations globally [54].
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According to HIMSS, there are four levels of interoperability, presented in Figure 9.

Figure 9: Interoperability Levels adopted by HIMSS. Adapted from[159].

The first layer is the Technical layer. This is based on the simple ability to exchange data and/or infor-

mation between two or more systems. There are no interpretation requirements for the system receiving

the data. Only the integration and compatibility requirements necessary to share and receive data are

established. Thus, technical interoperability serves as the basis of the communication pyramid illustrated

in the figure, offering the most basic data exchange services [160, 55].

Syntatic interoperability represents the ability of the receiving system to not only receive but also inter-

pret information at the data field level [160, 95]. As an intermediate layer, syntatic interoperability defines

the structure or format of medical information. Standards for electronic health information exchange, such

as Fast Healthcare Interoperability Resources (FHIR) and HL7, allows the automatic detection and inter-

pretation of predetermined data fields while preserving the purpose and clinical or operational meaning

of the data.

Semantic interoperability resides in the second intermediate layer of the pyramid. HIMSS defines it

as the ability of health IT systems to exchange, interpret information, and actively use the information

exchanged. As such, data standardization and coding models are required. Semantic interoperability

is key to bridging the terminology gap between divergent information systems and data sources in the

healthcare sector. It allows organizations to share and interpret patient information, reducing duplicate

tests, improving clinical decision-making, improving inter- and intra-hospital care coordination, reducing

hospital readmissions, and ultimately saving hospitals money [13, 55].

At the top of the pyramid is organizational interoperability. While all organisations want this, it is

also the most difficult to achieve. Most healthcare organizations are still working to establish technical
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and syntactic interoperability. According to HIMSS, organizational interoperability refers to the sharing

and interpretation of patient data between multiple organizations with different goals, always taking into

consideration non-technical constraints such as policy, legal, social and organizational aspects, since

multiple stakeholders, organizations, and individuals are involved [55].

While current solutions and technologies can solve most of the basic and syntactic interoperability

issues, semantic interoperability remains the most concerning. Making health information understandable

to the computer increases the challenge of establishing a semantic level. Data standards may help in

solving this problem [41]. A standard is a document that provides requirements, specifications, guidelines,

or characteristics that can be used consistently to ensure that materials, products, processes, and services

fit their purpose [62].

Clinical data standards are a set of rules, guidelines, or terminologies that are used to define structure,

and format clinical data. They provide a common language for data exchange and interpretation, which is

essential to ensure data accuracy and consistency and to enable the integration and analysis of data from

different sources [31]. In the healthcare industry, they play a crucial role in improving patient care and

outcomes. By enabling the exchange and analysis of clinical data, data standards can help healthcare

providers make more informed decisions, identify trends and patterns, and develop new treatments. In

addition, data standards can help reduce errors and improve the efficiency of healthcare processes, for

example, by enabling the automation of certain tasks. Overall, using data standards is an essential part

of modern healthcare and is likely to become increasingly important as the volume and complexity of

healthcare data continue to grow. Overall, clinical data standards can help improve healthcare delivery

quality, safety and efficiency.

There are many different types of clinical data standards, including standards for terminology, coding

systems, data models, data exchange, and others. Some examples of clinical data standards include

HL7, Digital Imaging and Communications in Medicine (DICOM), FHIR, Systematized Nomenclature of

Medicine - Clinical Terms (SNOMED CT), and others. Thus, standards are used in various settings, in-

cluding hospitals, clinics, research laboratories, and other healthcare organizations. They help ensure

that clinical data is collected, stored, and used consistently and reliably, essential for improving patient

care and advancing medical knowledge. More specifics about the standards are given in Sections 4.2.1

to 4.2.5.
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4.2 Data standards

Data standards can be divided into several macro categories. The most widely agreed upon in the literature

are [127]:

Terminology Standards - These standards address a fundamental requirement for communication:

the ability to represent concepts unambiguously between a sender and receiver of information.

Most communication between health information systems relies on structured vocabularies, ter-

minologies, code sets, and classification systems to represent health concepts. Some examples

are International Classification of Diseases (ICD), SNOMED CT and Logical Observation Identifiers

Names and Codes (LOINC) described in Section 4.2.2.

Content Standards - Content standards ensure that both the sender and receiver exchanging electronic

messages or documents understand how the content is structured and/or what data sets it con-

tains. Typically these standards require a communication standard, described below, to effect the

exchange of information. Content standards can be, for example, HL7 described in Section 4.2.3.

Transport or Exchange Standards - Communication standards specify how information should flow

between systems rather than how each system should organize its information internally. Therefore,

these standards refer to the protocols used to exchange and transmit information between different

systems and organizations. These standards should ensure that information is transmitted securely

and accurately, enabling the interoperability of different healthcare systems and applications. Some

of the best known standards are, for example, the FHIR and DICOM described in Sections 4.2.3

and 4.2.1, respectively.

Privacy and Security Standards - Privacy and data security standards are guidelines or rules that are

used to protect the privacy and security of personal and confidential information. These standards

define the steps that should be taken to protect information from unauthorized access, disclosure,

or misuse and help ensure that personal and confidential information is treated responsibly and

ethically.

Many other examples, not mentioned above, are illustrated in Figure 10.
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Figure 10: Summary of Existing Data Standards in healthcare. Adapted from [127].

4.2.1 DICOM and PACS

The DICOM standard began developing in the 1980s by the National Electrical Manufacturers Association

(NEMA) to be a standard for storing and transmitting medical images and related information. This stan-

dard is widely used in hospitals and other healthcare organizations to manage and share medical images

and data, such as X-rays, CT scans, and MRIs [49]. The first version of the DICOM standard, version

1.0, was released in 1993. Since then, the standard is continually being updated to meet the medical

community’s needs and to take advantage of technological advances, with the latest version released in

2021.

DICOM images can be quite large due to the high resolution and detailed nature of the images. In

order to effectively manage the storage and transmission of these images, it is necessary to compress

them. The DICOM standard defines a number of image compression methods that can be used, including

Joint Photographic Experts Group (JPEG) and JPEG 2000. DICOM images are typically compressed and

stored in a Picture Archiving and Communication System (PACS) system to manage the images’ storage

and transmission efficiency.

Medical images are stored electronically in a PACS system. They can be accessed from any device with

the necessary permissions, eliminating the need for paper copies of the images. As illustrated in Figure

11, PACS is a medical imaging technology that uses digital images and DICOM standards to facilitate the

exchange and management of images and medical data.

In short, DICOM is the standard used by PACS systems to store and transmit medical images and

related data. PACS systems rely on DICOM to facilitate the exchange and management of medical images

and data within a healthcare organization.
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Figure 11: Arquitetura de comunicação entre PACS e DICOM. Adapted from [49].

4.2.2 ICD, LOINC and SNOMED CT

Some of the first attempts to classify diseases systematically were made between the 1600s and 1700s.

Despite this advance, the resulting classifications were considered of little use, largely because of incon-

sistencies in nomenclature and poor statistical data [152].

In 1893 the ICD emerged as a standardized system for classifying diseases and health conditions. The

main purpose of this standard is to code and classify morbidity and mortality data from death certificates

and medical records. Most hospitals use these codes for billing and reimbursement purposes. The ICD

is maintained by the World Health Organization (WHO) and is currently in its tenth revision - International

Statistical Classification of Diseases and Related Health Problems 10th Revision (ICD-10). The ICD-10 is

used internationally and consists of 21 chapters divided into categories based on the type of disease or

condition. Each category is assigned a unique code consisting of a letter followed by up to six digits. The

first three elements represent a single category. The second three digits describe aetiology, anatomical

location, severity, and other vital details. At the same time, the seventh character specifies an episode of

care for injuries, poisoning and other conditions with external causes.

Later, in 1994, the LOINC standard was developed by the Regenstrief Institute, a non-profit organi-

zation based in Indianapolis, Indiana. The first version was released in 1996. This standard identifies

laboratory and other clinical observations, such as vital signs and test results. It ensures that the same

observations can be recorded and compared in different settings and healthcare systems [89].

The LOINC codes follow a semantic data model containing six major and up to four minor attributes

to create fully specified names for concepts. The major attributes of the LOINC name are Component

(What is being observed), a Property (How it is being measured), Time (The time interval during which an

observation was made), System (The thing on which the observation was made), Scale (How the value

of the observation is quantified or expressed: quantitative, ordinal, nominal), and Method (A high-level

classification of how the observation was made. Only needed when the technique affects the clinical
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interpretation of the results). If a simple question had to be associated with each of these five mandatory

points, it would be: What? (Component), How? (Property), When? (Time), Where? (System), Which?

(Scale) [56].

SNOMED CT is themost comprehensive, multilingual standard for electronic health records worldwide.

It encodes information about clinical concepts, such as diagnoses, procedures, and medications, in an

accurate and human-readable form. It is owned, maintained and distributed by SNOMED International,

an international non-profit organization in the UK, and used in over eight countries.

The SNOMED CT is composed of concepts (represents a unique clinical meaning) and descriptions

(It can be a Fully Specified Name (FSN) or a Synonym. The FSN represents a unique and unambiguous

description of the meaning of a concept. A synonym represents a term that can be used to display or

select a concept) and relationships (represents an association between two concepts) accurately represent

clinical information based on a logic organized in hierarchies for the entire health area. Its use provides

interoperable coded data that improves the implementation of clinical practice by facilitating decision

support systems [104, 38]. As of January 2020, the published SNOMED CT catalogue had 352,567

concepts on diagnosis and clinical findings, such as surgical, therapeutic, and other relevant information

that supports clinical knowledge [61].

4.2.3 HL7 and FHIR

HL7 (Health Level Seven) was founded in 1987 by a non-profit organization (HL7 International) dedicated

to developing standards for health information exchange. The organization was formed by a group of

healthcare professionals, software developers, and representatives of healthcare technology companies

who recognized the need for a standard way to exchange health data between different systems and

organizations. The first version of the HL7 standard was released in 1988 and focused on exchanging

patient admission and discharge information. Since then, HL7 has continued to evolve and expand its

scope and now includes a series of standards for exchanging a wide variety of healthcare data, including

clinical, administrative, and financial information [131].

In the late 1980s and early 1990s, HL7 released additional versions of its standard, including HL7v2

and HL7v3. These versions expanded the scope of the standard to include the exchange of a wider range

of health data, including clinical, administrative, and financial information. HL7v2, in particular, became

widely adopted and continues to be used today [95].

In the 2000s, HL7 released the Clinical Document Architecture (CDA) standard, which provided a way

to structure and exchange clinical documents such as discharge summaries and reference letters. CDA

was designed to be more flexible and easier to use than previous HL7 standards.

FHIR emerged in the 2010’s as a modern web-based standard development for exchanging healthcare

information. FHIR was designed to address some of the challenges and limitations of previous HL7

standards, which were seen as complex and difficult to implement. It was developed with a focus on

simplicity, flexibility and ease of use, with a modular design that allows different parts of the standard to
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be used as needed. FHIR is based on a set of ”resources” representing different types of health data and

a set of rules for exchanging and accessing these resources over the web [82].

HL7 has become a widely used standard in the healthcare industry, with many hospitals, clinics, and

other healthcare organizations using it for electronic information exchange.

4.2.4 GDPR and HIPAA

The General Data Protection Regulation (GDPR) is a regulation in data protection and privacy legisla-

tion for all individuals in the European Union (EU) and European Economic Area (EEA). This regulation

sets out a number of principles that organizations must follow when processing personal data, includ-

ing the requirement to obtain the explicit consent of individuals to process their personal data, the need

to inform individuals of their rights under the GDPR, and the obligation to protect personal data using

appropriate security measures. It also addresses the export of personal data outside the EU and the

EEA. Under the GDPR, non-compliant organizations may be subject to fines and/or other sanctions for

non-compliance [148].

The Health Insurance Portability and Accountability Act (HIPAA) is a USA law that aims to protect the

privacy and safety of Personal Health Information (PHI). It applies to healthcare providers, health plans,

healthcare clearinghouses, and their business associates that deal with PHI. The law requires these entities

to implement safeguards to protect and appropriately disclose data. It also gives individuals the right to

access and request copies of their PHI and to request amendments to their data if it is inaccurate or

incomplete [43].

While both address the protection of personal data, there are some differences between the two.

The HIPAA is specific to the healthcare industry and applies only to health data only, whereas the GDPR

applies to all personal data and to any organization that processes personal data of individuals in the EU,

regardless of the location of the organization.

4.2.5 FAIR

It has been established that data sharing is crucial in areas such as healthcare when reacting to crises

such as infectious disease outbreaks. While preparing data, some rules can be followed. The Findability,

Accessibility, Interoperability, Reusability (FAIR) (Findable, Accessible, Interoperable, and Reusable) Data

Principles were published in 2016 to facilitate the reuse of digital assets. This section discusses the

principles of keeping research data in line with the FAIR principles [155, 154]. According to FAIR Principles,

research data must be [64]:

• Findable: The information must be uniquely and persistently identifiable. Data should be readily

available to other researchers;

• Accessible: Both people and machines must be able to comprehend the conditions under which

the data may be used;
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• Interoperable: Data should be machine-readable and interoperable through the use of industry-

standard terminologies, vocabularies, and ontologies;

• Reusable: Data must correspond to the standards and be adequately characterized with metadata

and provenance information to permit connection or integration with other data sources and correct

citation.

4.3 Challenges

Implementing health data standards can be a challenging task due to a number of factors. One of the

main challenges is the complexity of health data itself. Health data can have a lot of variety and come

from a wide range of sources, making it difficult to develop a single set of standards that can be applied

across all healthcare organizations and settings. Interoperability is another challenge because healthcare

systems often use different data standards, making it difficult to exchange information. This can hinder

the ability of healthcare providers to access and use critical patient information when making treatment

decisions.

Another major challenge is ensuring the quality of health data. In order to make informed decisions

about patient care, it is essential to ensure data quality. But, inconsistencies in collected data have a

huge impact on it. In addition, implementing new data standards can be costly, as it often requires the

purchase of new software and training of staff to use it. This can be a major barrier for smaller healthcare

organizations that may not have the resources to make these investments.

Finally, resistance to change can also be a challenge in implementing health data standards. Some

healthcare organizations may be resistant to adopting new data standards as they may require significant

changes to current processes and systems. It can be difficult to overcome this resistance, but it is critical

to the success of any health data standardization efforts.

4.4 Practical Examples

National health systems worldwide are increasingly adopting measures that promote interoperability safely

and efficiently. In Utah and Idaho, the Intermountain health system is based on a clinical data repository

that allows for the integration of data from various sources, such as EHR, laboratory systems, and radiology

systems. This allows healthcare providers to access a patient’s complete history, improving care and

quality of care while reducing costs. Complementing this system is now the HL7 CDA standard to enable

the exchange of clinical documents between healthcare providers [18].

Children’s Hospital of Philadelphia (CHOP) has implemented an EHR system that allows for the inte-

gration of data from various sources, such as clinical data, administrative data, and research data. The

EHR system also allows for the sharing of patient information with other healthcare providers through the

use of theHL7 FHIR standard, which enables continuity of care and research [32].
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Kaiser Permanente has fully implemented a system called HealthConnect that shares data across all

of their facilities and makes it easier to use EHRs. A McKinsey report on Big Data healthcare states that

“The integrated system has improved outcomes in cardiovascular disease and achieved an estimated $1

billion in savings from reduced office visits and lab tests.” [37].

Moreover, new mandatory guidelines for the electronic submission of results of complementary di-

agnostic and therapeutic tests from health providers in Portugal’s National Health Service were recently

launched by the Serviços Partilhados do Ministério da Saúde (SPMS). FHIR Messaging version 3 has to

be used as the data transfer mechanism. Among the Exchange Frameworks specified by HL7 FHIR, Mes-

saging is an HyperText Transfer Protocol (HTTP)-based option. This technique, in brief, specifies a Bundle

data structure for transporting messages with a MessageHeader data structure.

These examples illustrate how healthcare institutions are implementing interoperability and clinical

data standards to improve patient care and reduce costs by allowing for the integration of data from

multiple sources and enabling the sharing of patient information with other healthcare providers.
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Cloud Computing Paradigm in Healthcare

This chapter highlights the concept of Cloud Computing when applied to the healthcare sector. Thus, after

a brief history of the concept is presented (Section 5.1). Next, the Implementation Models (Section 5.2)

as well as the Service Models (Section 5.3) are described. In Section 5.4, three Cloud Service Providers

are present and a brief comparison between the three. Then, the data security challenge is discussed

(Section 5.5). Finally, some case studies are presented in Section 5.6.

5.1 History and Concept

Cloud Computing is a novel computing paradigm made feasible by providing software, infrastructure,

and all computing services for a platform as a service. In contrast to traditional web hosting, cloud

computing offers paid services for a specific event, which is typically linked with a click. This means that

customers/users only pay for the services they use [27].

As defined by ISO/IEC 17788, cloud computing is ”a paradigm that enables network access to a

scalable and elastic set of shareable physical or virtual resources with self-service provisioning and admin-

istration on demand”. Cloud Computing can also be seen as a collection of concepts related to numerous

fields of expertise, including distributed computing, grid computer and virtualization [157].

Despite the innovation associated with the term, the concept underlying cloud computing is not at all

novel. In the 1960s, John McCarthy prophesied that the general people would be charged for access to

computing services. However, the first recognizable cloud computing services did not emerge until the

late 1990s [36].

Salesforce, which introduced its cloud-based Customer Relationship Management (CRM) service in

1999, and Amazon, which released Elastic Compute Cloud (EC2) in 2002, provided the first recognizable

cloud computing services. These early cloud computing services focused primarily on delivering remote

storage and computing capability to enterprises rather than individual consumers [143].

Several businesses, including Google and Microsoft, entered the cloud computing sector in the mid-

2000s. These businesses focused on expanding their service offerings to include SaaS, Platform as a
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Service (PaaS), and Infrastructure as a Service (IaaS). Since the beginning of the 2010s, a rising num-

ber of businesses and individuals have utilized cloud-based services for various purposes. Today, cloud

computing is an integral component of the IT landscape, with many businesses relying on cloud-based

services for storage, computing power, software, and infrastructure [143].

5.2 Implementation Models

When migrating to or adopting a cloud environment, there are several crucial considerations. The National

Institute of Standard and Technology (NIST) presents three deployment models, described from Section

5.2 to Section 5.2, with objectives ranging from operational cost reduction to reliability [92]. A summary

of the implementation models is provided in Figure 12 [44].

Private Cloud

Private clouds refer to a solution, commonly known as data centers, dedicated to a single enterprise and

often operates behind a firewall. All clouds become private when the underlying computer infrastructure

is committed to a single customer with entirely isolated access. The private cloud offers high performance

and security independence, but there is an associated upfront investment cost. This architecture has no

shared resources with other businesses, and local apps and users do not experience multi-tenancy or

latency concerns [92, 44].

Public Cloud

A cloud provider typically sets up and manages the environment in the public cloud model. The absence

of initial infrastructure investment and risk transfer are two of the most advantageous aspects of the public

cloud for service providers. There is no control over data configurations, the network, or security, among

other aspects. Nonetheless, a shared responsibility model compels enterprises that subscribe to these

cloud services to ensure the security of their applications and networks, such as by analyzing packets for

malware or encrypting data at rest and in transit. Amazon Web Services (AWS), Google Cloud, Microsoft

Azure and IBM Cloud are among the most prominent public cloud providers [92, 44]..

Hybrid Cloud

Multiple environments connected via Local Area Network (LAN), Wide Area Network (WAN), Virtual Private

Network (VPN), and/or API comprise a hybrid cloud. Hybrid clouds can use zero or more private and public

clouds in numerous configurations. The properties of hybrid clouds are intricate, and their requirements

can vary depending on who demands them [92, 44]..
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Figure 12: Types of Implementation Models.

5.3 Service Models

According to the level of abstraction of the capabilities supplied and the service model of the providers, the

model described by NIST defines three service models for services to be delivered: IaaS, PaaS, and SaaS.

These models can be considered as a layered architecture, where services from a higher layer incorporate

services from lower layers [72]. Depending on the user and desktop configuration, each model offers

distinct functions. A comparison between what is controlled by the client and by the service provider is

illustrated in Figure 13.

Infrastructure as a Service

Em IaaS o fornecedor de serviços fornece um conjunto de recursos informáticos virtualizados como

CPU, Memória, SO, e Software Aplicativo, etc. na cloud. A IaaS utiliza tecnologia de virtualização para

converter recursos físicos em recursos lógicos que podem ser provisionados e libertados dinamicamente

pelos clientes, conforme necessário. Algumas das principais empresas que oferecem infra-estruturas

como serviço incluem Rackspace Cloud Servers, Google, Amazon EC2, IBM, e Verizon [72, 83].

Platform as a Service

A service provider, in PaaS, administers and maintains system software and other computing resources.

Design, development, and hosting of apps are also included. Other services include collaboration, database

integration, security, online service integration, and escalation, among others. Users need not manage

44



5.3. SERVICE MODELS

their own hardware and software resources or engage specialists to manage these resources. Scalabil-

ity is another benefit of PaaS. This scheme allows for the flexible installation of software on the system.

Suppliers’ lack of interoperability and portability is a significant factor in the rise of PaaS [72, 97].

Software as a Service

The SaaS design presents to the client as a web-based application interface where services are accessed

via a web browser over the Internet. In this model, service providers are responsible for operating andmain-

taining application software, the operating system, and additional resources. Unlike traditional software,

SaaS offers the benefit of not requiring the consumer to purchase licenses, install, update, maintain, or

run software on his computer [68]. In addition, it provides multitenant efficiency, configurable resources,

and scalability that cannot be attained with an on-premise service [40]

Software as a Service (SaaS) is a secure choice if implemented appropriately. Numerous SaaS

providers protect their clients’ data via encryption, secure servers, and routine security updates. Be-

fore employing a SaaS service, it is essential to investigate and evaluate its security to ensure that it fulfils

your organization’s security standards. In addition, it is essential to adhere to best practices when using

SaaS services, such as using secure passwords and two-factor authentication [72, 26].

Figure 13: Comparison between different service models. Adapted from [72].
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5.4 Cloud Service Providers

Amazom Web Services (AWS)

A substantial portion of Amazon’s services is associated with the Cloud Computing paradigm. This enables

the user to develop fully integrated and easily realizable business solutions. It offers a combination of

IaaS, PaaS, and SaaS, including computational capacity, data storage and management, networking, data

analytics, load balancing, and even autonomic scaling. In addition, Amazon offers systems that promote

better productivity and efficiency, particularly in its service delivery. According to the book ”Amazon Web

Services in Action,” over one hundred services organizedare currently into twenty categories. Amazon EC2

(computing capacity), Amazon RDS (storage and data management), Amazon S3 (scalable data storage),

and Elastic Load Balancing (distribution of traffic amongst applications) are the most well-known [156,

46]. AWS also offers services for networking, security, analytics, XML, mobile applications, and the IoT.

AWS is designed to be scalable, fault-tolerant, and highly available and provides a vast array of tools and

services to assist customers in developing, deploying, and managing cloud-based applications.

Amazon’s pricing models include ”pay as you go,” in which you only pay for what you use, ”pay less

on reserve,” which allows you to save money on your margin by using reserved instances, and ”pay even

less per unit for 100% usage,” in which storage and data transfer fees are taxed at pre-defined levels.

Microsoft Azure

Microsoft Azure, a key competitor to Amazon, provides a vast array of services with similar functions,

including creating, deploying, and managing applications and services over a global network of Microsoft-

managed data centers. It offers a variety of cloud services, such as computation, analytics, storage, and

networking. Users can select and modify these services to match their particular requirements [46, 20].

Azure’s flexibility to handle a variety of operating systems, programming languages, frameworks, and tools

is one of its primary advantages. This renders it an adaptable platform for developing and deploying a

vast array of applications. Additionally, many users choose Azure over AWS due to the connection with

Microsoft tools and the availability of open-source support [20]. This CSP offers three solutions, ”pay as

you go”. This service is very similar to AWS, but the machines are much more economical monetarily. In

terms of capacity, namely SQL Server, there are savings of around 85% compared to Amazon RDS [150].

Google Cloud Platform

Google Cloud Platform is a CSP which enables customers to develop, test, and deploy applications using

Google’s infrastructure. It offers a variety of services, such as storage, computing, networking, and even

ML, as well as management and monitoring tools for applications. Google Compute Engine, Google

Kubernetes Engine, Google Cloud Storage, and Google BigQuery are the most popular services on the

Google Cloud Platform. The Google Cloud Platform is designed to be scalable, adaptable, and secure,
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making it an excellent option for various applications and workloads. It cannot execute software in parallel

on a wide scale. As the newest member of the CSP, it offers enticing pricing. Higher consumption results

in a greater discount. Some tariffs correspond to the time unit second and usage-based reductions.

Comparison

AWS, Microsoft Azure, and Google Cloud Platform (GCP) are all cloud-computing platforms that provide

similar services for developing and delivering applications. Each CSP has its advantages and is suited

for various applications. Amazon Web Services is the oldest and most developed of the three platforms

and offers the most services. It is renowned for its dependability and adaptability, making it an excellent

option for various applications and workloads. Microsoft Azure is second only to Amazon Web Services

in terms of the number of services it provides, and it is especially popular among enterprises that use

Microsoft technologies. In addition, it excels in fields like artificial intelligence and machine learning. GCP

is the most recent of the three platforms and is well-known for its emphasis on data analytics and machine

learning. Additionally, it offers a wide variety of services and is generally regarded as user-friendly. The

optimal option will rely on the application’s and organization’s specific requirements [11, 46].

Table 4 intends to summarize the qualitative and quantitative analysis of the three CSP. Understanding

that these values may range based on the service, area, instance type, and consumed resources is

important. Moreover, prices may vary based on usage frequency and volume.

Table 4: Comparison metris to evaluate CSP. Adapted from [150, 69, 71]

Evaluation Metrics AWS Azure GCP

Starting Date March 2006 February 2010 April 2008

Storage Price ($/hour) 0,05 0,007 0,04

Computing Power Price (GB/month) 0,0058 0,0107 0,007

Transfer Price ($/GB) 0,01 0,087 0,08

Discount 1-year comitment 40% 40% 60%

Performance (operation/sec) 20000 20000 15000

Latency (ms) 15-20 15-20 20-30

Scalability 5 4 4

Response Time (s) 0,5-1 0,5-1 1-1,5

Throughput (mbps) 5 4 4

Security 5 5 4

Total Score 9/11 4/11 2/11

Note that for scalability as well as security, a scale from 1 to 5 was used. For scalability, the maximum

score was only assigned to AWS since the configuration for the other two CSPs is more complex. In the
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case of security, the maximum score was attributed to the AWS and Azure Microsoft since both have more

monitoring and threat detection capabilities when compared to the GCP. Therefore, and analyzing the

score obtained, according to the presented metrics, the CSP that reveals better characteristics is AWS. It

should be mentioned that, apart from the score, the metrics where AWS was not classified as best were

those associated with price, and even in those, the difference is not significant.

5.5 Data Security in Cloud

Cloud computing can offer numerous benefits to businesses but also present some issues. Security is

probably one of the most troubling issues. Cloud-based data is susceptible to cyber attacks, and there have

been data breaches in the past. If cloud services are not appropriately protected, an increasing number of

users dispersed throughout the globe will be able to access huge quantities of client information. Among

the security procedures that assure cloud security are the following:

Passwords: A unique password is required to access cloud-based services. In addition, two-factor au-

thentication should be enabled for all accounts. Finally, CSP should ensure that user names and

passwords kept in their database have no direct association.

Encryption: A good encryption technique protects client data. However, for example, homomorphic

encryption techniques are not yet completely feasible in real-time scenarios.

Secure Connection: The use of secure connections such as HyperText Transfer Protocol Secure (HTTPS),

VPN, Firewall to access cloud-based resources is encouraged.

Security Tools: Users should install effective anti-virus and anti-spyware software on their devices.

Limit Login Devices: Users should be cautious about where they log into the Cloud in order to access

services. They should avoid using several personal gadgets, as some of these devices may have

keyloggers.

Login Monitor Customers and CSP must check recent devices used to access cloud services. On the

basis of this data, users can determine if someone has signed in using their credentials and reset

their passwords in the event of a questionable login from an unexpected device or location.

Nowadays, cloud computing has progressed significantly and addresses many simple security con-

cerns. Still, other unsolved issues must be resolved for the cloud computing business to expand.
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5.6 Practical Examples

Several healthcare organizations have discussed the partial or complete use of cloud-based technologies.

There are a number of extremely inspiring examples of implemented applications throughout the

world. Since 2016, Pfizer, a pharmaceutical and biotechnology business that was recently featured for

its involvement with a COVID-19 vaccine, has utilized cloud services for its initiatives. Also, the company

has begun cooperating with Amazon Web Services to develop cloud-based solutions for expediting and

enhancing the creation, manufacture, and distribution of clinical trial tests [2].

Allscripts is a cloud-based platform that incorporates numerous applications and services for manag-

ing health paperwork, patient engagement, and analytics in a second, more extended region. In 2020,

Microsoft announced a five-year extension of its partnership with Sunrise, an electronic health records

program developed by Allscripts. The vice president of Microsoft’s U.S. Health and Life Sciences stated

that the partnership with Allscripts could be ”a disruptive force in the healthcare business.”

ClearDATA’s HIPAA-compliant cloud is compatible with various public clouds and secures sensitive

patient data with compliance measures, DevOps automation, and healthcare expertise. The platform also

powers mission-critical apps and detects changes to cloud accounts automatically, allowing the company

to respond to these changes in a variety of ways [96].

Meanwhile, Nintex is committed to eliminating paper paperwork. It streamlines laborious operations

and extracts vital information from silos, hence enhancing the entire patient experience. The company’s

automation services are provided to a variety of healthcare industry professionals, including physicians,

nurses, pharmaceutical and medical device makers.

The open CareCloud platform assists healthcare providers in enhancing their efficacy and efficiency.

Also, it enables them to communicate directly with patients to give superior care. Applications include

revenue cycle management, practice management, electronic health records, patient experience, app

support for mobile devices, and healthcare analytics [14].
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Case Study I: Building a Real-Time Data

Repository based on Laboratory Test Results

6.1 Introduction and Problem Identification

The COVID-19 pandemic has highlighted the enormous difficulties that might develop when evidence-

based medicine is inadequate. One of the major concerns is the lack of proof regarding occasionally

appearing harmful microbes. This can lead to a lack of knowledge regarding preventing and treating

infectious diseases efficiently. In addition, the lack of resources and effective therapeutic choices might

make it difficult to give patients essential care, particularly during a pandemic when the demand for health

services is at its peak. This issue has emphasized the urgent need for new health information systems

based on BI, AI, and ML to replace conventional information processing and dissemination methods.

The development and implementation of AI and ML models require access to a large amount of data,

including medical data such as EHR. Yet, rules established to safeguard patients’ privacy can make it

difficult for researchers to acquire and analyze this information. Synthetic data, derived from genuine

data but respecting patient privacy, is one solution to this problem [30, 21]. It may be tempting to

utilize synthetic data due to the time and resources required to gather and classify big real-world datasets.

However, suppose the synthetic data is insufficiently accurate. In that case, it will not reflect the important

patterns in the training or test data, and modelling attempts based on implausible data cannot provide

valuable conclusions [123]. Hence, synthetic data cannot always resolve an issue [135].

The alternative is to use data processing techniques, such as anonymization, which anonymize gen-

uine medical data and give important information on patient visits to healthcare facilities, yielding a time

series dataset influenced by protected characteristics such as age, gender, and location. By entering

the data universe of a patient’s medical record, the quantity of data to be processed increases dramati-

cally [79]. Every day, millions of individuals generate valuable medical data records fed into information

systems, such as those used for prediction or decision support, to sequentially enhance their performance.

They need data that has been preprocessed, and standardized [113, 136, 106].

The gap mentioned is the absence of real-time updated data repositories incorporating field-collected
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data. Thus, many EHR-based research papers lack follow-up data, making conducting additional stud-

ies and validation difficult. Providing a standardized, real-time data repository based on interoperability

technologies and laboratory analysis results would greatly enhance healthcare delivery, particularly for

assisting practitioners in tracking disease progression, assessing risk, and completing other tasks [107,

137].

This case study aims to build a repository of standardized real-time data within the scope of laboratory

test results in order to use it in the solution presented in Chapter 7. Furthermore, the goal is for the

development to be carried out abstractly so that the solution can be reused for comparable problems and

inspire other research projects.

HL7, ICD-10, LOINC, and FAIR, all with distinct functions, were adopted to facilitate data collection

and interoperability in order to meet the delineated goal. In the end, validating the information obtained

by health professionals proved beneficial to ensure that users of the system employ safe and appropriate

medical terms.

In conclusion, the developed data warehouse will allow the establishment of an organized and stan-

dardized data structure. Furthermore, the implementation of the principles has made the process of

communication and reuse by potential stakeholders feasible. On the other hand, the construction of the

repository encourages the construction of new knowledge from the stored data since the information is

standardized.

6.2 Solution Objectives

Based on the problem outlined in the previous section, the development of this solution must achieve the

following key objectives:

• Collect and store large amounts of laboratory test results in a centralized location for easy access

and analysis.

• Use HL7 integration to automatically receive and update the repository with new test results in

real-time, eliminating the need for manual data entry.

• Allow for efficient data retrieval and analysis to improve patient care and support research.

• Ensure data security and privacy through proper data management and compliance with relevant

regulations.

• Improve communication and coordination between different healthcare providers and organizations

by providing a shared, real-time view of patient laboratory test results.

• Enable population health management and public health surveillance through the analysis of large-

scale laboratory test data over time.
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• Provide support for research by making large, diverse datasets of laboratory test results available

for analysis.

• Continuously improve the data repository by incorporating new data sources and functionalities,

such as machine learning models and natural language processing, to extract insights from un-

structured data.

6.3 Design and Development

It is also important to note that this system takes into consideration several functional requirements for

development. Among all, the following stand out:

• Must be able to manage large amounts of laboratory test results, including structured and unstruc-

tured data.

• Be able to receive and process HL7 messages in real-time, from multiple sources.

• Have robust security measures to protect patient data and comply with relevant regulations, such

as GDPR.

• Provide authorized users with the ability to search, retrieve, and analyze data while having proper

access control.

• Have built-in quality control measures to ensure the accuracy and integrity of the data.

• Have a robust backup and disaster recovery plan in place to ensure the availability and integrity of

data.

• Must be able to integrate with other systems, such as electronic health records and laboratory

information systems, to improve data completeness.

To achieve these requirements, some tasks were outlined:

1. Select a platform for building the repository, such as a database management system, data ware-

housing solution, or cloud-based service.

2. Design the database schema, tables, and fields to support the data types and relationships required

for the repository.

3. Integrate data from various sources, such as EHR, Laboratory Information System (LIS), and other

clinical systems.

4. Implement security and privacy measures to protect the integrity, confidentiality, and availability of

the data in the repository.
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5. Build data pipelines to automate data collection and integration from various sources in real-time.

6. Test the repository and validate its performance, data quality, and compliance with regulations and

standards.

7. Deploy the repository and establish a maintenance plan to ensure its ongoing performance, secu-

rity, and compliance.

8. Provide Documentation.

9. Monitor the repository’s usage, performance, and impact, and evaluate its effectiveness in meeting

the goals and objectives previously defined.

6.3.1 General Architecture

A high-level architecture is shown in Figure 14.

As shown, the workflow begins at the healthcare facility. The number of institutions is limitless. Each

healthcare institution has its own collecting sites, which may be positioned, among other places, in the

emergency room or intensive care unit. After collecting the sample, it is sent to the laboratory along with

the HL7 message. At the laboratory, analysis is conducted, and the results are sent to the interoperability

engine. This HL7 message provides the sequence number of the patient, the episode associated with the

analysis, the analysis codes, the analytical values discovered during the test, the units for that value, and

the predicted limits. Each institution has its own port for sending and receiving results with this distributed

interoperability engine. In the interoperability engine, the data undergoes a transformation procedure to

prepare it for processing after the results have been collected. Moreover, the API permits any authorized

client to query the repository.

MirthConnect is an integration engine in conjunction with the Javascript programming language for

mapping the fields of the HL7messages; pySpark for data preprocessing. SQL for constructing and putting

data into the repository; Node.js for constructing the API; and Swagger for interactive API documentation.

The work accomplished yielded two solutions. The first one is a data repository, and the second is an

API.
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Figure 14: General architecture of the developed solution.

6.3.2 Development Stages

Three phases were involved in the development of the given solution. The initial step involved data gath-

ering, analysis, preprocessing, and integration. This phase was implemented with the HL7 standard,

Javascript programming language and the help of the Mirth Connect engine. This entire progression will

be described in detail in Section 6.3.2.1. This section describes the creation of the data warehouse in

detail. The development of the API followed the two phases described previously, as will be explained in

Section 6.4.2.

6.3.2.1 Data Integration

HL7 data standard was used to implement the integration of data analysis and transformation. Using

a connection (Internet Protocol (IP) and port), the Mirth Connect interoperability engine receives data.

Each institution has a specified connection channel that receives messages containing the laboratory’s

analytical results. After receiving the HL7 message, it undergoes a processing procedure in which all fields

of interest are mapped. Concurrently, numerous typical modifications are carried out (anonymization, all

caps, date format standardization, etc.). This section concludes with a comprehensive list of the data

cleansing procedure. In addition, in order to promote standardization and enable interoperability, it has

been determined that diagnostic and analytic coding information must be included. The global standards

ICD-10 and LOINC were employed for this purpose.

• Anonymization: All patient-related fields were anonymized. Only the sequential number concealed

by randomly generated digits was taken into account.
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• Uppercase: All words were capitalized and without accents.

• Date Format: dd/mm/yyyy hh:mm:ss

• Missing values: There are two possible cases. In case they are values that do not affect the quality

of the repository (sequence number, for example), this number is generated randomly, and the

record is kept. Otherwise, the record is ignored.

• Noisy Data: Since HL7 messages have mainly information depending on the health institution and

the laboratory that publishes the result, each institution has its channel.

• Outliers: The records outside the cluster are older/inconsistent data. These tuples have been

ignored.

The anonymized results are then transmitted to the data repository, described in the next section.

6.4 Results

This section presents two distinct sections obtained with the development of the case study. Section 6.4.1

describes in detail the Real Time Data Repository. Section 6.4.2 presents the API to access and query

the stored data.

6.4.1 Real Time Data Repository

An estimated 2.5 million records are submitted annually to each healthcare facility’s repository.Since only

data from 2020 onwards were considered, there are around 7 million records for the project’s pilot insti-

tution. In light of the quantity and classification of the data stored from multiple sources, the constructed

data repository is classified as a data warehouse. The time at which the data is meant to be processed

is an additional reason to use a data warehouse. In this situation, the raw data is processed and then

stored, immediately saving substantial storage space. In addition, this transformation procedure before

storage offers the data warehouse characteristics such as data quality and integrity.

The data warehouse structure comprises a single fact table, Results, and tables for three other di-

mensions, DemographicData, DiagnosisType, and ExamType.

The purpose of these tables is not to supplement the fact table. Thus, the ”DemographicData” table

solely contains data about patients. The ExamType table contains all analytical codes, definitions, unit

divisions, and normal ranges. It is possible to locate the code and description ICD-10 accompanying the

DiagnoseType table.
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Figure 15: Entity Relationship Diagram of the Data Warehouse.

The Star Schema is the outcome of creating the fact table and the three-dimensional tables, as de-

picted in Figure 15.

• Dimension Table 1: DemographicData

– idPatient: The sequential number is assigned, as the name implies, sequentially to the pa-

tient the first time he/she enters the healthcare institution. The same patient may be present

in the database with different sequential numbers because he/she attends n institutions. To

the original sequential number and in order to guarantee the anonymization of the dataset,

a series of 4 numbers is added randomly;

– birthDate: The date of birth also refers to the patient. To maintain the consistency of the

data repository, all dates follow the format: dd-mm-yyyy hh:mm:ss;

– birthGender: The birth gender is the attribute usually called administrative gender and

refers to the identification, by a family member, midwife, nurse or doctor, of the external

genital organs when the baby is born. In the developed repository, this gender can contain

two values: F-Female, M-Male;

– location: The location refers to where the patient has his or her fiscal address. In Portugal,

this can be a city, a town or even a village.

• Dimension Table 2: DiagnoseType

– diagnoseCode: The diagnosis used in work developed is that of the Grupos de Diagnósticos

Homogéneos (GDH) since it is the one that is most reliable. This system, GDH, is the disease

classification system used in Portugal. Because it is so specific, this code was transformed

into an ICD-10 code, so other countries can contribute to the repository developed in the

future.
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– diagnoseDescription: The description of the diagnosis corresponds to the ICD-10 code.

• Dimension Table 3: ExamType

– codExam: The examination code is the LOINC code that will pair with the designation

described below;

– desiExam: The exam name is in English and is LOINC - Long Common Name;

– unit: The unit corresponds to the dimensional unit associated with the value of the analysis

performed;

– limit: The limit refers to a standard of normality for the test code. For example, for the White

Blood Cells (WBC) analysis the value is 6.0 - 16.0;

• Fact Table: Results

– idExam: The exam number is, as its name indicates, the number that is assigned to the

sample. In other words, there may be n results for the same test number because several

parameters can be analyzed with the same sample. For example, patient ABC who has a

test with the number 111111, has two results, one for the Leukocyte value and another for

the Monocyte value;

– episode: The episode corresponds to a numeric value referring to an hospital visit. An

episode is opened when the patient enters the hospital and closes when the patient is dis-

charged. In short, each patient may contain various episodes that may occur in the scope

of the emergency room, inpatient stay and appointment, among others;

– module: The module identifies the type of service in which the patient entered the hospital.

For example, it could be CON - Appointment, INT - Internment, URG - Emergency, among

others;

– examDate: the date of examination is only identifying the time of sample collection. Follows

the pattern defined for the repository dd-mm-yyyy hh:mm:ss;

– resultValue: The value refers to the result obtained from the analysis of the sample. Typ-

ically it is a numeric value that will be completed by the two other columns that follow, the

unit and the limit;

– Foreign Keys: idPatient, codExam, icd10Code;

6.4.2 API

The need for an interface between the data repository and its users led to creating a API in which the

web services are based on the Representational State Transfer (REST) architecture. The requests made

available to the user are of the GET type since it is only possible to consult resources and not modify them.
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The created API was built on the javascript programming language, specifically, Node.js with express.js

framework, and Swagger to automatically generate interactive documentation. Swagger is an open-source

framework to automate the generation of REST API documentation largely used in several projects.

The endpoints available for the users are described in table 5.

Table 5: Description of the endpoints available in the developed API

Endpoint Type Description

/login POST

Generates JSON web token and is used for authoriza-

tion on the remaining routes. This token is generated

from the email and password pair.

/sample GET
Returns an object with the last 100 records from the

repository in descending order

/results/:idPatient/:idExam GET

According to the exam number and the patient id as

parameters, return a list of objects with all the re-

sults associated with that patient’s exam sorted by

descending date.

/results/:idPatient GET

Receiving as parameter the patient id returns all re-

sults related to this patient sorted by exam and date

pair.

/analysis/:idPatient/:idExam GET
According to an analysis code and the patient’s id

returns the date of the last examination performed;

/analysis/:idExam GET

According to an analysis type and a certain age

range, it returns the minimum, average and maxi-

mum value;

/diagnosis GET
According to the diagnosis code (ICD10), returns the

most performed analyses;

/diagnosis/:icd10Code GET

According to an analysis type and a certain diagnosis

code returns the minimum, average and maximum

value for each code of analysis;

Each of the aforementioned routes returns a JSON object with the most recent exam at the top. The

schema documentation, necessary inputs, and API response are all available on Swagger.
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6.5 Discussion and Conclusion

Creating a data repository centered on the outcomes of specific laboratory tests has many advantages.

As discussed throughout this chapter, it provides easier and faster access to information, improves

data integrity, consistency, and security. The data are more accurate and reliable because health pro-

fessionals have validated them, it reduces redundancy and data loss, and it enforces data format and

terminology standards. In addition, it facilitates the extraction of knowledge because the information

is standardized, i.e. using BI technology, which enables the production of clinical BI and performance

indicators that offer users valuable insights and an intelligent decision-making process.

Improving and expanding the API knowledge extension’s endpoints to additional areas of interest is

one of the most pertinent issues. If the information that is not currently represented in the database has

to be added in the future, the data model will have to be updated. Hence, users can later submit fresh

feature requests on GitHub (routes). In addition, it is possible to create a web application that, for instance,

enables real-time viewing of clinical test results based on variables such as patient, exam, location, and

diagnosis.

Additionally, the integration should grow to embrace data integration with FHIR and ICD-11 (the most

recent version of the classification system) for diagnostic standardization.

Including extra data or even segmentation into data marts can enhance the capabilities of the data

warehouse and promote further study. In addition, there is significant potential for feeding ML, Deep

Learning (DL) algorithms with data from these. Finally, algorithms could be devised for filling in missing

values, such as missing units of a given result.
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Case Study II: Novel Approach for a Software as a

Service for Clinical Test Results Reporting

7.1 Introduction and Problem Identification

Statistics on population ageing are becoming increasingly obvious on a global scale. According to the

Instituto Nacional de Estatística (INE), the number of aged people (65+ years old) in Portugal will increase

from 2.2 million to 3 million by 2080, signifying an increase in the country’s ageing index. This ratio will

nearly double from 159 to 300 seniors per 100 youths [116]. According to the WHO, ”Between 2015 and

2050, the proportion of the world’s population over 60 years will nearly double from 12% to 22%”, adding

particular emphasis on the fact that ”The number of people aged 80 years or older is expected to triple

between 2020 and 2050 to reach 426 million.” [108].

Consequently, an urgent dilemma arises for healthcare practitioners. Typically, older people have

more complex medical conditions or exacerbated chronic illnesses. Therefore, it is extremely difficult

to appropriately evaluate and respond to symptoms and test results. This causes a paradigm shift in

medical practice. In the beginning, reactive medicine was practised, in which one acted based on what

was observed, without clinical or laboratory evidence. Based on a clinical and laboratory data study,

the physician diagnoses and forecasts potential disorders and then takes action to reverse the condition.

The practice of Personalized Medicine now considers each individual’s unique characteristics. General

prescriptions are not offered. The paradigm of customized medicine enables more effective prevention

and action, reducing the number of diseases or enhancing the treatment of ageing-related symptoms.

However, tailored research of each leads to a significant increase in the number of prescribed and executed

tests.

For personalized medicine to become more effective and less costly, information systems with the

ability to interoperate are needed, with transparency and correspondence between the data from one

or more institutions, eliminating duplication of studies, exams, etc. Unfortunately, these systems do

not exist or are unprepared for the volume of data they encounter daily. The initial investment required
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to buy software, a license, or even hardware represents a considerable effort for small and medium-

sized companies. As an alternative to investment, such companies typically become dependent on paper

records or exchanging information by email. This alternative has proven to be very impractical. It can also

pose a severe security threat, including patient data breaches, data loss, lack of compatibility with other

systems, and high maintenance costs.

New approaches, such as cloud computing, could help bridge this gap. Allied to this new approach

is a recent systems architecture, - ”Software as a Service,” that works as a pay-as-you-go service and

allows for ideal scalability for small and medium-sized businesses. SaaS offers a cost-effective and secure

solution for healthcare organizations, allowing them to access the necessary technology without the upfront

investment in hardware and software. It also enables greater interoperability, as SaaS systems can easily

communicate with each other and share data.

Overall, this type of software presents a great opportunity for the healthcare industry to improve

patient care and streamline operations. By harnessing the power of the cloud, healthcare organizations

can access the latest technology and services without breaking the bank, all while keeping patient data

secure.

The developed solution is based on cloud-based software capable of integrating and displaying re-

sults to physicians so that reporting and access to results are as quick as possible. Fundamentally, it

is characterized as ”software as a service” with a multi-tenant architecture. The main objectives of this

development are described in the following section.

7.2 Objectives

The main objectives to be fulfilled with the developed solution are:

• Automate the process of generating and distributing clinical results, reducing the need for manual

reporting and facilitating efficient reporting.

• Reduce the need for initial investment, thus enabling small and medium-sized companies to com-

puterize their healthcare system.

• Real-time access to clinical/exam results enables healthcare providers to diagnose and treat pa-

tients quickly, improving patient outcomes.

• Share clinical results with other healthcare providers, enabling better coordination of care and

Enhancing communication and collaboration.

• Automate the reporting process to help ensure compliance with regulations and accreditation stan-

dards related to data management and reporting.

• Provide patients with access to their clinical results, helping empower them to take a more active

role in their healthcare.
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• Include built-in validation and quality checks to improve data accuracy, completeness, and consis-

tency.

• Acquired data to be used to identify patterns and trends in patient populations, enabling healthcare

providers to take a more proactive approach to population health management.

• Allow easy access for reports from any device, location, and time, improving the speed and quality

of communication and decision-making.

• Development of a solution capable of fitting any type of exam or even analytic results.

• Ensure data security and privacy.

7.3 Design and Development

The intended audience for the designed system is fairly extensive. It comprises the Administrator, Physi-

cians, and Technicians of any healthcare unit that conducts exams and/or generates reports. Other

types of users are configurable. Consequently, a user type was established for each of these characters.

Additionally, a user type was added for the SaaS administrator.

• User 0: Administrator

• User 1: Physician

• User 2: Technician

• User 3: SaaS Manager

It is also important to note that this system takes into consideration several functional requirements

for development. Among all, the following stand out:

• Possibility to have several clients from different institutions.

• Ensure that clients can independently manage their clinics and their users.

• Ability to integrate with various systems that provide test results and analysis.

• Ensure separation of data by customer (security and privacy).

• Allow automatic integration from equipment.

• Have an alternative for integration when the automatic integration engine fails, or interoperability

is not feasible.

• Allow the visualization of results, preparation and publication of reports and respective addenda.
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• Allow the patient to access reports.

• Provide statistics, warnings, and monitoring indicators.

To fulfil these requirements the following tasks were outlined:

1. Select a technology stack to build the software, such as a programming language, framework, and

database.

2. Design the software architecture and user interface to support the data types and relationships

required for the software.

3. Implement a storage solution for the clinical/exam results data, such as a database or cloud

storage.

4. Implement security and privacy measures to protect the integrity, confidentiality, and availability of

the data in the software.

5. Build data pipelines to automate data collection and integration from various sources in real-time.

6. Implement reporting and visualization functions to allow users to access and analyze the data in

the software.

7. Test the software and validate its performance, data quality, and compliance with regulations and

standards.

8. Deploy the software and establish a maintenance plan to ensure its ongoing performance, security,

and compliance.

9. Train users on how to access and use the software, including data entry, query, and reporting

functions.

10. Monitor the software’s usage, performance, and impact, and evaluate its effectiveness in meeting

the goals and objectives defined in step 1.

11. Continuously gather feedback from users and stakeholders to improve the software, adding new

features and fixing bugs.

7.3.1 General Architecture

The architecture of the solution, shown in Figure 16, encompasses several components in order to meet

the requirements previously raised. This architecture has a multi-tenant typology since the resources will

be partitioned so that several clients with several clinics can access the same instance in a particular

way. This typology proved to be the most advantageous because, on the one hand, it saves resources
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and therefore reduces costs. On the other, it allows faster and more centralized management of all the

software. Finally, since multi-tenancy allows a single instance of the software to serve multiple tenants, it

can be more easily scaled to handle many users.

Figure 16: General Architecture of the SaaS.

As seen in the diagram, the architecture consists of five major components. On the cloud side,

there are the database, document storage, API, automatic interoperability engine, and web app. On the

on-premises side, only clinic-hosted equipment and a semi-automatic integrator are present.

Postgres was chosen as the data storage system. This is a popular option for database management

in the development of SaaS due to its support for simultaneous connections, high performance, simple

extension, and replication features.

To host this and other components, the CSP chosen was AWS. The advantages of using it have already

been discussed in Section 5.4. However, in summary, AWS offers scalability, global coverage, security,

compliance, flexibility, and cost-effectiveness. In addition, its robust ecosystem facilitates integrations

with, for example, Amazon S3, which was the object storage selected for document storage. In this

structure, each institution has its folder, protected by a private key. Within each institution, three other

folders facilitate document management (processed, unprocessed, and reports).

Regarding the backend and document management, NodeJS was chosen as the programming lan-

guage. JavaScript, one of the world’s most extensively used programming languages, is the foundation

of Node.js. This enables the usage of the same language on the frontend and backend, which facilitates

the exchange of programming concepts. In addition, Node.js offers integration libraries for the chosen

programming language, such as the AWS Software Development Kit (SDK), which greatly simplifies im-

plementation. The built API will serve as the data processing and storage hub.

Real-time integration of exams and results is a crucial component of the system. Since certain equip-

ment lacked the capacity for automated interoperability in HL7, it was clear from the outset that two
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solutions would be required. Python was chosen for the semi-automatic alternative because it is an easy-

to-use scripting language, it integrates well with Amazon Web Services, it can be compiled for multiple

operating systems, and it matches the specific problem. This agent is simple and has limited data process-

ing responsibilities, restricting itself to the movement and synchronization of folders. Regarding automatic

integration, the Mirth Connect integration engine was chosen due to its user-friendliness and ability to

manage many connection channels.

The final product is visualized via a web app written in React because, while retaining the javascript

programming language, it employs the reconciliation technique to provide outstanding efficiency when

handling many updates. In addition, React may be simply combined with other libraries and frameworks

to enhance its capabilities.

Nginx is the web server responsible for receiving and handling HTTPS requests. This was one of the

options that showed excellent performance, the capacity to manage a huge number of simultaneous con-

nections, and the capacity to operate as a reverse proxy and load balancer. Additionally, it is highly stable

and safe when properly configured. Using Apache HTTP Server or Caddy was also possible, although the

learning curve was significantly more complex.

All of the development described in the following section had to account for security measures relating

to sensitive data encryption, route protection, document protection, web server configurations, HTTPS

usage, update guarantee, minimizing the use of external packages, and monitoring their origin, among

others.

7.3.2 Development Stages

Three phases were engaged in developing the solution. The first was the database modelling and design,

Section 7.3.2.1. Section 7.3.2.2 explains in detail the subsequent creation of the two interoperability

alternatives. Backend (Section 7.3.2.3) and frontend (Section 7.3.2.4) development of the platform was

initiated simultaneously.

7.3.2.1 Database

The conception and design of the database were determined by numerous considerations. First, the

requirements specification was considered, then the difficulty of supporting a multi-tenancy architecture,

and lastly, normalization, redundancy, and data security criteria were considered. The resulting entity-

relationship schema is depicted in the referenced diagram, Figure 17. A more comprehensive description

is in the table 6. The fundamental flow begins with the client subscribing to a Plan. This customer may

have multiple clinics with numerous users of various types. Users are allowed to conduct multiple actions

on the Reports that are recorded in the Activity table. The user can extract information from the reports

using regular expressions located in the Regex table, connected with the clinic and type of exam.
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Figure 17: Entity Relationship Diagram of the Developed SaaS.

Table 6: Description of the tables modelled in the ER Diagram

Table Name Description

Clients

The Clients table contains information on the legal entity or business entity that plans

to use the produced SaaS. The client is characterized by the automatic increment (inte-

ger) identifier and the client’s name. Additionally, the client must choose an appropri-

ate subscription package in advance. Therefore the table contains two relationships,

the plans table and the clinics table, which are discussed in the following section. A

client can represent a clinic or a collection of clinics.
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Table 6 continued from previous page

Table Name Description

Plans

The available contract choices are listed in the Plans table. Each option contains a

type, a description, a base value, and an additional value. The basic amount indicates

the monthly subscription charge for 100 reports. The additional value will be charged

for each unit in excess of 100. There may be multiple plans, such as Basic, Advanced,

and Premium. For example, the Base Plan would cost 100 euros for 100 reports, and

each additional unit would cost 0.75 euros. The only relationships of the Plans table

is to the Clients table.

Clinics

The clinics, as previously mentioned, belong to one client. The Clinics table has

the necessary data for its characteristics such as identifier, incrementally generated,

name, email, logo and bucket. The logo is a link to where the image is hosted in the

cloud, and the bucket is the name of the folder where all other sub-folders (unpro-

cessed, processed, reports) are located. The clinic has three relationships: Clients,

Regex and Users. In short, each Clinic belongs to one Client, has n Regex expressions

and contains n Users.

Regex
The regular expressions that will later be used to extract information from the em-

bedded PDFs are stored in the Regex table. Each instance of this table contains the

identifier, the expression and the exam type to which it applies.

Users

The Users table holds all of the encrypted user information. These are distinguished by

an automatically incrementing identifier, an email address, a password, the creation

date, the name, a profile image, and a signature. This table’s associations include

Types, Activities, and Clinics. The Clinics’ relationship has been discussed previously.

As for the remaining associations, each user has just one type and can have up to

n roles and date-related records in the activity table (report, validated, responsible,

among others).

Types
The Types table is included in the user classification. There are now three types of

users. However, because this information may be dynamic, it is saved in table format.

Only an identity and a description are connected with user types.
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Table 6 continued from previous page

Table Name Description

Activity

The activity will serve as the entity connecting users to reports. There can be multiple

users with various roles for each report. For instance, a report will include the user

who generates the report, a user to whom the report is assigned for validation, and a

user who validates the report, who may or may not be the same as the person who

generated the report. It will also contain the status that will be utilized to manage the

frontend lists. This table has the most actions because it undergoes many revisions

throughout the procedure.

Report

The reports are characterized by an identifier, the name of the file associated with the

exam, the name of the patient (if it is in the pdf), the content, the creation date, the

exam number (if it exists in the pdf), the urgency (1 for urgent and 0 for not urgent)

and a code to open the file safely. From the web app, this code is decrypted.

7.3.2.2 Interoperability

The primary purpose of the two integration options is the conversion of results to Portable Document

Format (PDF) and subsequent upload to the cloud. Consequently, the next section discusses in detail the

processing performed by both Semi-Automatic (Intelligent Agent) and Automatic (HL7 message exchange)

systems, respectively.

Semi-Automatic The semi-automatic integrator was developed in Python. It works as an intelligent

agent that adapts to its environment by perceiving the environment and reacting whenever it is stimulated.

By validating and verifying the conditions, it acts with an intelligent purpose to facilitate the integration

transparent to the end user. The integrator is available to clinics and agnostic to the operating system.

The process starts by checking if the bucket for the clinic exists in the AWS cloud. If it does not exist, it will

be created with the name of the clinic. Then, the same happens with the database instance. If it does not

exist, an insertion is made through the POST endpoint (/clinics/) of the clinic and the X endpoint of the

administrator user. Furthermore, the folders will be created on the device that is in the clinic (unprocessed

and processed). The trigger of the intelligence agent is the appearance of a document in the unprocessed

folder, which is where the new, non-integrated exams are placed. Each time a new document appears in

that folder, it is uploaded to the cloud and moved to the processed folder associating the local machine

timestamp to the file name. This integrator is imperceptible to the user, enabling an intuitive and simple

experience.

Automatic The automated integration relies on an HL7message exchange that is managed by the Mirth

Connect interoperability engine. Mirth Connect is an extremely well-known open-source integration engine.
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It is frequently used due to its flexibility to accommodate a wide range of data types and protocols, many

channels, and both inbound and outbound messages. In addition, it provides a user-friendly interface for

constructing and managing integrations, and it can be readily changed and extended using JavaScript and

other computer languages. Additionally, Mirth Connect is renowned for its scalability, dependability, and

security features. This engine can be hosted on-premises, in the cloud, or in a hybrid environment, and

it can connect SaaS applications running on different platforms.

An HL7 message exchange normally takes place via channels. A channel consists of a source con-

nector and a destination connector, which together define the protocol and settings for both incoming

and outgoing connections. Using the appropriate protocol, a client system initiates the interoperability

process by delivering an HL7 message to a Mirth Connect server (HTTPS). Consequently, the Mirth Con-

nect server receives the message via a source connector set with the proper protocol, address, and port.

The communication is then modified, filtered, or validated by a transformer before being transmitted to

its destination. The field containing the scan results in base 64 is converted to pdf format. The created

pdf is then delivered to the target system via a target connector (such as an API request) with the proper

protocol, host, and port, and the remaining data is transmitted to the Database.

The developed automatic integration process begins upon receipt of the HL7 message via an HTTP

request to a predetermined IP address and port. Each message is then subjected to a transformation and

mapping of the message fields. Several verifications are performed on the data types and date format at

this point. In addition, at this phase, the message field’s base64 is retrieved and converted to a pdf. The

channel destination is based on a call to the AWS API, where the PDF is sent.

Notably, depending on the volume and complexity of your SaaS integration requirements, other inte-

gration engines may be more appropriate, although they are not as well-suited to the subject of healthcare

or HL7 messaging. In addition, when selecting an integration engine, Mirth was favoured due to its

extensive selection of connections and certification by the Open Systems Interconnection (OSI) model.

7.3.2.3 API

The database system was designed and implemented using the Sequelize JavaScript package in Node.js

Web services, which permits the definition of models and their associations, and, therefore, the formation

of a database by setting the described database. Sequelize is one of the numerous libraries used in RESTful

Web services to enable the sharing of data between the frontend, i.e. Web and mobile applications, and the

database. Web services are built on REST technology, which is a communication style and method. The

chosen strategy was monolithic and is prepared to be subdivided into microservices if required. Hence,

four distinct HTTP requests were used to manipulate the data contained in the database through the

system, namely:

• GET: to retrieve resources.

• POST: to create a resource.
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• PUT: to change the state of or update a resource.

• DELETE: to remove a resource.

Client, clinics, users, examinations, and reports are the five core endpoints of the API. Table 7 displays

the primary routes developed for each entity.

Table 7: Description of the endpoints available in the developed SaaS API

Endpoint Route Type Description

/Clients ’/’ GET
Returns an object list with the records from the

Clients table.

’/:clientName’ GET Returns an object corresponding to a record

for a specific client.

’/’ POST

Allows the creation of a client by inserting it in

the Clients table of the database. This route,

since it depends on the choice of plan, it is

only available to manage users.

’/:clientName’ PUT
It allows you to update a client’s information,

enabling its activation or deactivation.

/Clinics ’/’ GET
Returns an object list with the records from the

clinics table.

’/exe/:idClinic’ GET

Receiving the clinic id as a parameter accesses

the database to fetch the access key, secret

and the bucket name. After that, it accesses

the AWS endpoint and returns the executable

that belongs to a clinic.

’/clients/:idClient’ GET

Returns an object list with all records resulting

from the inner join between the Clinics table

and the Clients table.

’/:idClinic’ GET

Returns an object corresponding to a specific

clinic, as well as the name of the client it be-

longs to.

’/’ POST

Receiving as parameters the name, email,

bucket name and the Client to which it be-

longs. It then creates a clinic by inserting the

data in the Clinics table.
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Table 7 continued from previous page

Endpoint Route Type Description

’/:idClinic’ PUT
Receiving as a parameter the id of the Clinic

allows the name and email to be updated.

’:/idClinic’ DELETE
Receiving as parameter the id of the Clinic al-

lows the removal of a clinic

’/logo/:idClinic’ PUT
Receiving as a parameter the id of the Clinic

allows the logo to be updated.

/Users ’/’ POST
Allows the creation of a user for a clinic-client

pair by inserting an instance in the tableusers

’/login’ POST

Allows user authentication by generating a json

web token. In this route, encryption tech-

niques are used to compare the user’s pass-

word with the one encrypted in the database.

The generated token expires every 2 hours or

when the user leaves the platform.

’/imgProfile/:id’ PUT

Receiving as a parameter the id of the user

that is logged in allows updating a user’s pro-

file picture.

’/signature/:id’ PUT
Receiving as a parameter the id of the user

allows the user’s signature to be updated.

’/disable/:id’ POST

Receiving as a parameter the user’s id, it al-

lows the inactivation of the user through disas-

sociation from all clinics.

’/signature/:id’ GET
Receiving as a parameter the user’s id returns

the signature of a user.

’/:id’ PUT

Receiving as a parameter the user’s id al-

lows updating a user’s name, type, and email

adress

’/:id’ DELETE
Receiving as a parameter the user’s id allows

the removal of a user.

/Exams ’/delete/:idClinic/:id’ DELETE
Allows a specific exam to be archived by chang-

ing the status in the Activity table.
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Table 7 continued from previous page

Endpoint Route Type Description

’/clinic/:idClinic’ GET

Returns a list of objects with all the unreported

exam records for a given clinic. Receiving the

id of the clinic as the parameter, it accesses

the database to get the access key, the secret

key and the bucket name. Then it accesses the

AWS unprocessed folder. It furthermore ap-

plies to extracting information such as patient

name, exam number, etc. The regex is found

in the Regex table associated with a clinic, and

an exam type since the PDF formats can be

different.

’/:idClinic/:id’ GET

Receiving as parameter the id of the clinic and

the id of the exam returns the complete record

of that exam

’/processed/:idClinic/

:id’

GET Receiving as parameter the id of the clinic and

the id of the exam returns the data to render

in the report area.

/Reports ’/:idClinic’ GET

Returns the object with all the records in the

reports table, which published and which were

assigned to the currently logged in physician in

descending order of creation.

’/toValidate/:idClinic’ GET

Returns a list of objects with the reports that

are awaiting validation and are either assigned

to the physician with login or have no assign-

ment. The sorting of the list is according to

urgency.

’/pending/:idClinic/

:idDoc’

GET Returns the number of reports that are pend-

ing validation by the logged in physician.

’/published/:idClinic/:id

Doc’

GET Returns the number of reports published from

the logged in physician.

’/content/:id’ GET
Returns the object with the contents of a spe-

cific report
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Table 7 continued from previous page

Endpoint Route Type Description

’/getReport/:filename/

:idClinic

GET According to the parameters exam id and clinic

id, it accesses the database o fetch the access

key and secret key. After that, it accesses the

clinic bucket and returns the pdf of a specific

report.

’/remove/:id’ POST
Removes the assignment of the physician who

is responsible for the validation

’/create/:idClinic’ PUT

Update the status of the report in the database

so that it is in the list of reports to validate.

Also, with AWS credentials, access the bucket

and move the file from the unprocessed folder

to the processed one.

’/:idClinic/:idDoc’ POST

It generates the pdf of the report with the con-

tent that was validated and changed, or not,

by the physician.

7.3.2.4 Web App

Authentication Module An authentication page safeguards login to the software. As depicted in

Figure 18, the user must provide his credentials (email and password). If these are valid, a token is issued

that grants access to the remainder of the application. If the user is an Administrator and logs into the

software, he or she will have access to the Clinic, User, and Statistics Modules, as well as his or her user

profile. If the user is a technician or physician, he or she has access to the Examination and Reports

Modules as well as his or her user profile. When the token expires or when the user chooses to log out,

the user quits the application.

Clinics Management Module The Clinics management module allows management by the user.

This module, as shown in the workflow of Figure 19, has three main functionalities: Add a Clinic, Edit

Information and Delete a Clinic.

Adding the clinic can be done in two ways. The first involves a request to the software manager to

provide the instructions for automatic integration and the semi-automatic integrator that uploads the exams

to the cloud. If the addition of the clinic is made through the software, after entering the information, the

user submits the request, and then an email is sent with the instructions for the automatic integrator and

the executable for the semi-automatic integrator. The necessary information for the addition of a clinic is

the name, email and logo.
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Editing information about the clinic is also the Administrator’s responsibility. All clinics that belong to

the Administrator with a session started have a row in the clinics table. To edit information, just search

for the desired clinic. The user can use the search filters and sort functionalities available in the table.

When you select the clinic, the user can then ”Edit Information”. The form with the current information

will be presented. After making the desired changes, press ”Save”.

Deleting a clinic involves a process similar to editing the information. Search for the clinic you want

to delete and click on ”Delete Clinic”. A confirmation message will open. After clicking on ”Delete” the

action is irreversible.

Figure 18: Workflow Diagram for the Authentication Module.
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Figure 19: Workflow Diagram for the Clinics Management Module.

Users Management Module This module is similar to the one previously described. It allows the

administrator to add users, edit user information and also delete users. To add a user, the administrator

must first ensure that the user does not exist and that the clinic where you want to add the user is created.

After that, he must fill in the four required fields (First Name, Professional Email, User Type and Clinic)

and submit the request. After creating the user, you will receive an email with the password. All users

of the medical type, who intend to elaborate and validate reports, must log into the platform and, in the

profile, upload their signature. The image of the signature must be in .png or .jpeg format.

All users that are part of the Administrator’s clinics and are logged in have an entry in the users’ table.

To edit information, just search for the desired user (the user can use the table filters) and click on ”Edit

Information”. The form with the current information will be displayed. After making the desired changes,
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you should click ”Save”, and the changes will be validated.

To delete a user, the Administrator must search for the desired user and click ”Delete.” A confirmation

message will serve to verify this activity. Once the confirmation is sent, the action is irreversible. The

workflow of the complete user administration module is depicted in the diagram in Figure 20.

Figure 20: Workflow Diagram for the Users Management Module.

Statistics andMonitorizationModule Administrators are able to access the statistics module. This

page has several parameters, such as tests each month, tests per clinic, and the number of reports to

validate, among others. This module is supplemented by user notification processes. For instance: When

a technician submits a report for physician X to validate. Daily, the physician receives an email stating,

”There are X reports under your responsibility that are pending validation.”
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Exams Management Module All unreported tests belonging to the clinic are in the ”Exams” view.

The table contains the Patient Name (if available in PDF), the Test (PDF Name), the Date of Entry and the

available actions. If you want to report an exam, the user must search for one of the available parameters

and press the ”Report” button. The user will be forwarded to the page so that he can view the exam and

the form where you fill in the User Name and the report. The first element that appears on the page to

report is the PDF corresponding to the exam. The user can adjust the zoom and rotation of the PDF.

Next, the fields to insert and/or correct the Name of the Patient, the Report and the physician to validate

appear. If there is no physician preference, the selection must remain on ”None”. This way, the report

will appear to all physicians. It is possible to set the indication ”Urgent” to make the test appear first

in the list of physician reports to validate. Validations are made on the field of the name of the user, it

must contain at least seven characters. Also, the report field cannot be empty. The submission is made

through the ”Send to Validation” button. The action is confirmed through a confirmation window, where

you must confirm the action. This action is irreversible. After confirming the action, the report is available

in the list of reports to validate. It can appear only to the physician responsible or to all of them (if you

have not assigned any).

Reports Management Module Under the ”Validate Reports” pane, all tests with reports are dis-

played. This view contains two sections: Reports assigned to the physician with the session begun and

Reports without an assigned physician. In both tables, the Name of the User, the Exam (PDF Name),

the name of the reporter (physician or technician), the Report Date, the Urgency (Green/Red), and the

available actions are displayed.

Only the ”Validate Report” button is displayed if the user is a physician. The ”Validate Report” button

exposes a page similar to the report preparation page but with the content already filled in. The physician

must confirm all information before clicking ”Publish.” This button opens a confirmation box for the pub-

lication. When the ”Publish” button is clicked, a PDF is generated, which opens in a new window and is

printable in the report management area.

The ”Remove Assignment” button is the only option displayed if the user is associated with the tech-

nician profile. The ”Remove Assignment” button provides a confirmation window for assignment removal.

When the deletion is confirmed, the test is returned to the list of tests to report. Eliminating this assignment

will require you to resubmit the exam-related report.

All users can access the published reports. Therefore, whenever you need to consult, you must access

the ”Published Reports” page and search for one of the parameters available in the table. When you find

the desired test, press ”Print” and you will be able to consult the respective PDF. Additionally, the user

can send the report, by email, to the patient. The workflow of Figure 22 represents the entire flow of the

reports module.
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Figure 21: Workflow Diagram for the Exams Management Module.
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Figure 22: Workflow Diagram for the Reports Management Module.

In conclusion, the web application is comprised of various parts. Each user type (user role) has a

unique set of permissions. So, only certain categories of users can access each module, and according

to the user, each module gives a set of tasks that can be completed. Consequently, the rights provided to
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each user type per web module are presented in Table 8. It is vital to note the meaning of the following

acronyms in the table:

• ”R”, denotes that the user has read access to the module, so he can inspect all of its contents.

• ”W”, denotes that the user has write permissions, which allows him to directly edit the data con-

tained in the database module (insert or update) via the module.

• ”NA”, meaning ”Not Available”, denotes that the user has no access to the module or the func-

tionality.

Table 8: Permissions applied for each type of user

Manager Administrator Physician Technician

Clients Module RW NA NA NA

Clinics Module

Add Clinic
R RW NA NA

Clinics Module

Edit Informations
R RW NA NA

Clinics Module

Remove User
R RW NA NA

Users Module

Add User
RW RW NA NA

Users Module

Edit Informations
RW RW NA NA

Users Module

Remove User
RW RW NA NA

Statistics Module RW R NA NA

Exams Module

View Exam
NA R RW RW

Exams Module

Make Report
NA NA RW RW

Exams Module

Validate Report
NA NA RW NA
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Table 8 continued from previous page

Manager Administrator Physician Technician

Exams Module

Remove Atribution
NA NA RW RW

Reports Module

View Report
NA NA R R

Reports Module

Communicate
NA NA R R

Reports Module

Print
NA NA R R

Throughout the development, security practices applied to Node.js such as modularization, clean

code, code reuse, use of package manager npm to manage dependencies, use of ESLint to maintain code

quality and consistency, use of process manager PM2 to manage and keep Node.js processes running in

the background, use of Express framework to handle routing and middleware, use of environment variables

to manage configuration settings, use of Winston library to log information about your application, database

indexing, query optimization, normalization and encryption.
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7.4 Results

As a result, the interface developed to comply with the workflows detailed in Section 7.3.2.4 is presented.

The user’s entry to the platform is pending registration and credential validation. Thus, a login page

(Figure 23) was developed in order to allow access to the remaining pages.

Figure 23: Login Page.

After validating the credentials and generating the token, the users will have access to the pages

according to their type. Thus, if you are an Administrator, in the main navigation clinic management,

illustrated in Figure 24 and user management (Figure 25) can be accessed.

Figure 24: Clinic Management Page.
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Figure 25: Users Management Page.

As illustrated in Figures 24 and 25, the Administrator can also see reports waiting for validation and

a page with statistics for all the clinics.

If the user is a Technician or a Physician, the navigation bar will display exam management and report

management (Figure 26). Both can report results using the button in the last column of the table on the

main page (Figure 26). Then, a page will appear with the exam results and all the necessary fields to

elaborate and send the report for validation, associating or not a specific physician to validate (Figure 27).

Figure 26: Exams Page (No report).
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Figure 27: Page to Make a Report.

After the report has been sent for validation, it appears for both the physician and the technician. For

the physician, a page with two tables appears. In the first table, only the tests are associated with you,

and therefore the validation is your responsibility. The reports without a specifically associated physician

are in the following table, which is everyone’s responsibility (Figure 28). The validation page shows all the

information previously filled in by the technician, which can be corrected/modified by the physician before

publishing (Figure 29).

Figure 28: Pending Validation Page available for physicians.
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Figure 29: Verification Page.

In the case of the technician, he can only remove the assignment, thus allowing a faster flow of

examinations or even brief corrections that may be needed (Figure 30).

Figure 30: Pending Validation Page available for technicians

Finally, the reports already published and the documents generated for them can be visualized and

consulted, Figures 31 and 32.
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Figure 31: Published Reports Page.

Figure 32: Example of the generated document.

7.5 Discussion and Conclusion

The developed solution intends to enhance the efficacy and accessibility of clinical test and analysis results

reporting by providing a cost-effective and scalable choice for small and big institutions while avoiding the

substantial software acquisition costs that are now necessary.
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The solution employs the interoperability engine Mirth and the cloud computing platform Amazon to

facilitate the integration of tests and results in real-time. The platform was built with React and Node.js,

which are widely adopted open-source JavaScript technologies for creating online apps. Node.js facilitates

backend development and server-side programming, while React focuses on constructing user interfaces.

Using these technologies yields a robust platform capable of handling massive amounts of data.

The solution is highly scalable, allowing several clients to subscribe to plans and multiple users to

access the program from any location. This is especially advantageous for healthcare businesses with

multiple locations that need to share data. Cloud hosting increases the speed with which healthcare

practitioners may obtain and implement results, hence enhancing patient outcomes. This method is

highly adaptable, particularly in light of the new distant working paradigms.

Data security is a major problem in the healthcare industry, and this solution addresses this issue

by incorporating multiple security mechanisms. Encryption guarantees that patient information is secure

and accessible only to authorized individuals. Limited access and updates give an additional degree

of protection by limiting data access and modification to authorized individuals. Also, the utilization of

secure servers AWS adds another layer of protection. All sensitive data, including the Uniform Resource

Locators (URL) of the API and the JSON web login token, is stored on the server. This ensures that data

is safeguarded even if a security incident occurs. The PDF is secured using a code created at random.

Yet, there are also potential disadvantages and risks to consider. The system relies significantly on the

AWS infrastructure and, by extension, the internet, which could be problematic in the event of a service

interruption. Therefore, data privacy is a paramount concern. Even with security precautions in place,

data breaches or illegal access to patient information is always possible. Integration of clinical outcome

reporting with current systems can be difficult and may necessitate additional resources and training.

Some organizations may be unable to deploy and sustain the solution since it may involve a substantial

investment of time and resources.
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8

Case Study III: The Covid-19 Influence on the

Population Desire to Stay at Home

8.1 Introduction and Problem Identification

The Covid-19 pandemic has had a huge impact on people’s daily life across the globe. On February

8, 2023, WHO had received reports of approximately 755 million confirmed cases of Covid-19, including

approximately 7 million deaths. Considering the global population of 7500 million, only roughly 10% of the

population reported having Covid-19 to the WHO [153]. However, the reality is that most of the population

has already dealt with a serious case of Covid-19 and possibly even mortality. This is frightening and has

implications for society as a whole.

One of the most visible changes has been how people interact with their surroundings, with many

individuals present and, most significantly, opting to stay at home as much as possible to avoid getting

the virus. This conduct is reasonable but has profoundly affected civilizations’ economic, mental health,

and social fabric.

This has resulted in a considerable decline in the number of individuals travelling to work, attend-

ing social events, and participating in recreational activities, which has greatly impacted the economy,

mental health, and social cohesion. Remote work was implemented and eventually became a way of life.

Increasingly, individuals have begun to place a higher value on their homes, preferring those with open

and green spaces. Unfortunately, it is frequently impossible to execute work duties from home in various

occupations, resulting in unemployment or the search for alternative employment [75, 23].

In light of this, by analyzing the causes and effects of the Covid-19 pandemic, this research aims to

serve as a model for governments to better comprehend the many assessment criteria, particularly the

adherence of individuals to stay at home and its effect on the economy. In order to lessen the severity

of future pandemics, it is possible to develop more effective legislation for each country and culture by

analyzing the population’s preference to remain at home as well as other potential factors.

This chapter explores, using Big Data technologies, the impact of Covid-19 on the population’s desire

to stay at home, analyzing the reasons for this behaviour and the potential long-term consequences.
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8.2 Objectives

The following objectives were outlined:

• Understand the effect of the Covid-19 pandemic on individuals’ preferences for staying at home

and the explanations behind these preferences.

• Identify the factors that contribute to people’s decisions to stay at home and how these factors may

vary between different demographic groups.

• Provide a baseline model for governments and policymakers to better understand the factors influ-

encing people’s adherence to staying at home and its economy impact.

• Provide insights and recommendations for governments and businesses to better support individ-

uals during the Covid-19 pandemic.

8.3 Design and Development

Themany aspects of the proposed new system’s intended audience include government entities and health

professionals, particularly those with administrative positions or authority. It is important to note that this

system considers several functional requirements for development. Among all of them, the following stand

out:

• Ability to collect data from various sources (static and/or dynamic).

• Identifying the selected data and standardizing it.

• Identification and treatment of null values and outliers.

• Dynamically data merging.

• Ability to analyze data that comes from static or dynamic sources.

• Building visually appellative and interactive dashboards.

• Ability to build and share reports.

To fulfil these requirements, the following tasks were outlined:

• Identify relevant and representative data sources.

• Data Collection.

• Standardization of codes and dates.

• Identifying null values and dealing with them.
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• Merging data.

• Load the data to the visualization platform.

• Dashboard development.

8.3.1 General Architecture

The architecture used for the implementation of the case study, as depicted in Figure 33, consists of several

steps generally featured in designs containing Big Data tools. As only public and free data repositories

were used, the process begins with the capture and standardization of data through several changes

before being shown on the visualization platform.

Figure 33: General architecture implemented in the study.

The steps shown will be detailed in depth in the sections that follow.

8.3.2 Development Stages

The suggested study’s development phases were based on the normal data flow in a Big Data architecture.

Thus, the five steps between data collecting and data visualization are outlined below.

8.3.2.1 Data Acquisition

Big Data solutions start with one or more data sources. Some examples include:

91



CHAPTER 8. CASE STUDY III: THE COVID-19 INFLUENCE ON THE POPULATION DESIRE TO STAY AT HOME

• Application data storage, such as relational databases.

• Static files produced by applications.

• Real-time data sources, such as IoT devices.

Five public datasets with recently collected data were used in this case study. Since the intent is

to study the impact of the pandemic on society, the first dataset selected was from the World Health

Organization and referred to cases of Covid-19. Then, a second dataset, also published by the World

Health Organization, was chosen to complement the previous one, this one related to vaccination. Having

said that, and since the case study focuses on people’s preference to stay at home, three other datasets

were selected, one related to contingency measures imposed by the government regarding gatherings,

the second also with restriction measures but associated with going outdoors, and the last one related to

people’s willingness to stay at home. The five datasets are presented in detail below.

WHO Covid-19 The first data set includes global data associated with the Covid-19 pandemic in 236

countries. From January 3, 2020, to March 1, 2022, data were reviewed for the period under considera-

tion. This dataset comprises as attributes the metadata related to the country: ISO country code, name,

and World Health Organization (WHO) region, as well as the registration date. In addition, it includes

attributes associated with the topic, such as the number of new Covid-19 cases each day, the number of

cumulative Covid-19 cases, the number of new Covid-19 deaths per day, and the total number of Covid-19

deaths. 268286 records were evaluated in total.

WHO Vaccination The second data set illustrates the progress of the vaccination procedure in 235

countries between January 22, 2021, and March 27, 2022. Many metrics and features were employed to

represent this immunization procedure. It should be emphasized, however, that not all observations have

values for all of these characteristics, which is an additional risk. This dataset has 14 variables that repre-

sent the vaccination process. For the study of the evolution of vaccinations, the following characteristics

were deemed important:

• country: name of the country.

• iso_code: International Standardization Organization (ISO) code associated with the country name.

• date: observation date.

• total_vaccinations: total number of doses administered. For vaccines that require multiple doses,

each dose is counted.

• daily_vaccinations: new doses administered per day.

• people_vaccinated: total number of people who received at least one dose of vaccine.
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• people_fully_vaccinated: total number of people who received all the doses prescribed by the initial

vaccination protocol, i.e. 2 or 1 dose depending on the vaccine administered.

• total_boosters: total number of booster doses administered.

• daily_people_vaccinated: daily number of people who received the first dose of vaccine

A total of 94730 records were considered.

Restrictions on Public Gatherings The third dataset covers the public gathering limitations imposed

on each day (from January 1, 2020, to March 21, 2022) in 186 countries. Hence, the dataset is separated

into four attributes: country name, country code, day, and constraints applied. These constraints are

denoted by values between 0 and 4, where:

• 0: no measures.

• 1: gatherings forbidden to more than 1000 people.

• 2: gatherings forbidden to more than 100 and less than 1000 people.

• 3: gatherings forbidden to more than 10 and less than 100 people.

• 4: gatherings forbidden to more than 10 people.

A total of 152791 records were considered.

Stay at home This data collection includes the daily recommendations to stay at home (from January

1, 2020, to March 21, 2022) in 186 nations. Hence, the dataset contains four columns: nation, country

code, day, and restrictions applied. This indicator measures the increase in the percentage of individuals

who opt to remain at home during the pandemic. This rise is comparable to the number of people who

preferred to remain at home prior to the outbreak. These constraints are denoted by values between 0

and 3, where:

• 0: No measures.

• 1: Recommended not leaving the house.

• 2: Require not leaving the house with exceptions for daily exercise, grocery shopping, and ’essential’

trips.

• 3: Require not leaving the house with minimal exceptions (only 1 member of the family can go out

to the grocery store, for example)

152790 records were considered.
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Residential Mobility This dataset links each day (from February 17, 2020, to January 31, 2022) and

each of the 129 countries with a metric measuring people’s willingness to stay home. This metric mea-

sures the increase in the percentage of people who prefer to stay at home during the Covid-19 pandemic,

compared to typical behaviour before the pandemic.

For example, in the first dataset entry, it can be seen that on February 17, 2020, in Afghanistan, there

was a 1.33% increase in people preferring to stay at home compared to the percentage of people before

the pandemic. Apple mobility datasets and Google mobility reports from 2019 were used to calculate the

percentage. The mobility reports were extracted before and after the covid, and the % difference in the

movement was obtained.

The data was collated with government intervention data for granular breakdown. In total, 91933

records were considered.

8.3.2.2 Data Standardization and Merging

With the aforementioned dataset 1, the process began by reducing the country code (ISO code) from

three to two characters. Due to the fact that the other datasets assign each country a 2-character code

instead of a 3-character code, it was possible to unify the five datasets by this code. The Python library

PyCountry was used to gather information about many countries. With this library, it was possible to

retrieve the various names and related 2- and 3-character (alpha 2 and alpha 3) codes for each country.

The 3-character code corresponding then replaced the column of dataset 1 with the code found in dataset

1.

In dataset 5, it was verified that the Day column had the dates in dd-MM-yyyy format, which is not

concurrent with the other datasets. Thus, it was necessary to change the format of the dates in the fifth

dataset so that all the datasets were compatible. The format adopted was yyyy-MM-ddd.

In addition, it was determined that some data records lacked an ISO code, requiring the completion

of these instances so that the merge procedure would not disregard them. So, for each dataset, it was

obtained a country list with no code. The countries identified in dataset 1 were Kosovo, Namibia, Bonaire

Saba, St Eustatius, and Other. In the Pycountry library, only the ISO code for Namibia is recognized.

The remaining records will therefore be processed during the Data Transformation stage. Laos and Côte

d’Ivoire appeared without code in dataset 4. In this instance, the issue could only be resolved by aligning

their names with the Pycountry library. Consequently, Lao People’s Democratic Republic became Lao

People’s Democratic Republic, while Côte d’Ivoire became Côte d’Ivoire. There are no uncoded countries

in datasets 2, 3, and 5.

Finally, iteratively, the merge of several datasets was performed. Previously it was necessary to rename

the columns used in this joint to have the same name in the five datasets.

The implemented architecture uses Python’s Pandas library to merge the five datasets. This library

was chosen because it is appropriate for heterogeneous datasets consisting of tables containing several

data types, allowing better use of these objects.
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8.3.2.3 Data Storage

After standardizing and merging the selected datasets, the process advanced to the storage. Mongo was

selected. MongoDB is a popular NoSQL database type. This type is frequently employed in Big Data

applications. However, it is not a ”Big Data” database but a flexible and scalable database management

system built to store and manage massive amounts of data. Nevertheless, it enables the storage and

retrieval of unstructured data optimally for the types of data typically seen in Big Data use cases, such as

log, time-series, and hierarchical data.

MongoDB is, a well-known tool for securely and versatilely storing JSON documents. This database

offers a query language that enables you to easily extract information from the original document. Mon-

goDB is frequently combined with other tools, such as Hadoop and Spark, to provide a comprehensive

data processing, analysis, and storage solution in Big Data contexts.

As MongoDB is a document database, to_dict of the Pandas library was the method used to convert

the dataframe containing the datasets to a dictionary. Next, the MongoClient method of the Pymongo

library was used to establish a connection to the collection and database where the JSON file will be

stored.

The insert one method of this library allowed the document to be inserted into the chosen collection.

The MongoClient connection technique was used in conjunction with a query that returns the entire col-

lection’s contents to obtain the stored data. This information will be saved to a Comma-Separated Values

(CSV) file and processed.

8.3.2.4 Data Transformation

After storing the data in MongoDB, it was determined that the final dataset required treatment, and the

treated data would be loaded into Power BI in the future. Notice that the stages and order of the provided

architecture make this an Extract, Transform, Load (ETL) process, as the data previously saved in the

MongoDB database are first extracted (Extract), then processed (Transform), and then loaded for the data

visualization platform (Load).

PySpark was used to implement the transformation detailed in the following sections. This tool is

best for iterative and sophisticated Big Data approaches. This library provides an Apache Spark API that

applies the tool’s methods and functionalities in a Python context, retaining library consistency.

The transformation process begins with the creation of a Spark session. After that, all that’s left

is to convert the dataset into a Pyspark dataframe object, on which the necessary transformations are

performed. All the changes made will be described next:

1. Country Renaming: To facilitate subsequent data visualization, the names of the countries with

unrecognized characters were changed. In the data of this case study, only the country Côte d’Ivoire

(in Portuguese) presented this problem, and its name was changed from ”Côte d’Ivoire” to ”Cote

de Ivoire”.
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2. Hiding Redundant Columns: After a considered analysis, it was concluded that in the final

dataset, there were some redundant columns or with little relevance for the case study in question,

so they could be ignored. The hidden columns were: daily vaccinations raw, total boosters per

hundred, daily vaccinations per million and people vaccinated per hundred.

3. Treatment of Null Values: It was necessary to analyze different cases and treat them in different

ways, as explained in the sections below.

a) Records prior to the start of vaccination: The initial null value treatment targeted

records before vaccination for each country. Since the final dataset combines numerous

datasets with different date ranges. Example: vaccine dataset. Only late 2020–early 2021

recordings exist (depending on the country in question). Hence, with all the data, entries

before the previously indicated dates should have null values replaced by zero.

b) Countries with many missing values hidden: Countries with insufficient data to gener-

ate synthetic values for missing fields have been identified. This approach ignores countries

with columns with many null values since the data in these columns are not enough to gen-

erate realistic synthetic values that follow the same distribution. The dataset’s null values

were evaluated to find that 20% of fields in each country are empty. So, most countries could

develop accurate synthetic values. Several countries with columns lack enough data to gen-

erate this data. For these circumstances, scrolling through the countries was performed, and

the percentage of missing values for each column was calculated. It was decided to ignore

the countries with more than 60% since this guarantees that the countries that remain in the

dataset after this treatment have, for each column, a set of significant values above 50% that

allow the generation of realistic synthetic values. Any records from a country with more than

60% missing values will be ignored.

c) Generation of synthetic values: This transformational process was divided into two sec-

tions. In the initial phase, the fields were populated using the weekly mean values. In the

second phase, missing values will be filled with the linear interpolation result using the pre-

vious and subsequent weeks’ values. This transition began with the association of the year

and week of the year in which each data was collected. Using this method, it was possible

to group the records by country, year, and week of the year, and this grouping was utilized

to generate the missing data in a realistic and reasonable way. The preceding procedure

was only performed on columns with numeric values. When no values exist for any day of

the week in a given nation, only linear interpolation using the values from the most recent

preceding and/or succeeding weeks of that country was implemented.
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8.3.2.5 Data Visualization

In this final phase of the architecture, the goal is to develop dashboards for analyzing the impact of the

Covid-19 pandemic on the population’s propensity to remain at home. PowerBi was used to design the

dashboards, which enabled the creation of problem-specific diagrams in order to answer the use case.

This tool was chosen since it is user-friendly, accessible, and free. When visualization data is not obtained

in real-time, there is no need for more complicated tools.

After importing the information into PowerBi, the variables and attributes were connected to generate

the problem-representing dashboards.

The analysis began with the development of a dashboard that enables the examination, over time and

for each country, of the impact that the number of deaths and the number of individuals infected by Covid-

19 had on the gathering and mobility restrictions. This dashboard now includes a graph for assessing

the impact of the vaccination procedure and the values of new cases not only on the limits imposed but

also on the preference of individuals to remain at home (residential stay). With this dashboard, one may

assess how Covid-19 and the vaccination process influenced the limits imposed and people’s willingness

to remain at home.

8.4 Results

Analyzing the distribution of new cases recorded over the three years. In 2020, there are 46.1% of records,

and in 2021, 46.2% of records. And in 2022, 7.7% of records. There is a positive correlation between the

number of new cases and deaths, since countries with more cases also have more deaths.

The offered work analyzes three nations: the country where the study was conducted, Portugal (Hu-

man Development Index (HDI) - 0.866; 38th in the ranking), a developed country, USA (HDI - 0.926;

21st in the ranking), and a less developed nation, India (HDI - 0.633; 132nd in the ranking). As can be

seen, the latter two also reflect the two nations with the most cases. Portugal had the highest number of

instances per million residents, taking into account each country’s approximate population at the time of

the investigation (10 million for Portugal, 332 million in USA and 1408 million for India). Moreover, they

are all among the 30 nations with the highest incidence of covid. In light of the diversity existing in these

countries, it is believable that the study of these three countries will be representative of reality.

Two dashboards, depicted in figures 34 and 35, made it possible to conduct the analysis.
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Figure 34: General dashboard presenting the evolution of new cases by country against the metrics of
interest.

Figure 35: General dashboard presenting the evolution of the metrics of interest, worldwide.

Each of the selected countries will be analyzed in detail in the following sections.
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8.4.1 Portugal

As indicated in the first graph of Figure 36, Portugal had two peaks in the number of new cases. On

January 18, 2021, the first of about 13544 cases were documented. This equates to approximately 1,354

new cases per million people. The second peak occurs on January 25, 2022, and consists of roughly

59194 new cases. The ratio has already reached around 5,914 infected individuals per million, which is

more than four times the previous peak.

On the other hand, a peak in the daily number of deaths was seen on January 27, 2021, as depicted by

the second graph in Figure 36. Beginning in February 2022, there will be a second, not-so-significant hike.

From the country’s vaccination graph, it is evident that vaccination was gradual, beginning in December

2020 and ending in September 2021. By analyzing the first three graphs of Figure 36, it can be concluded

that although the second peak of daily cases was much more pronounced than the first, this peak did

not exacerbate the number of deaths because the majority of the population was already vaccinated and

therefore more resistant to the virus’s effects.

Figure 42 demonstrates that, of the three countries studied, Portugal has the greatest reduction in

mortality, which may be explained by the fact that it is also the country with the highest vaccination rate.

This is the expected behaviour; however, the study of actual data must confirm it. In this approach, proper

hygiene and health behaviours can be promoted in the population in an informed manner during a future

recurrence of this type by guaranteeing that government efforts and vaccination lead to improvements in

the population.

Figure 36: Variations in the number of new cases in Portugal throughout time.

The gatherings restrictions remained at their highest value, 4, until October 2021, when the vaccina-

tion process was already very advanced, and much of the population had at least one dose of vaccine. This

analysis is supported by Figure 37. The confinement restrictions, on the other hand, varied over time, and

the highest value reached was level 2. After April 2020, there was a reduction in the number of deaths,

which translated into an easing of the containment restrictions, and the restrictions went from 2 to 1 and

finally to 0. However, at the beginning of the vaccination process, there was also a peak in the number of

deaths, which translated into a passage of the containment restrictions to levels 2 and 1. The increase in
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the number of vaccinated people translated into a decrease in the number of deaths. Consequently, the

restrictions were relaxed to the value 0 - no measures. The conclusion is that, after rigorously analyzing

the data, the governmental measures are not preventive but reactive. Probably if there were preventive

measures, the number of deaths would have been lower since whenever the confinement restrictions are

increased, the number of deaths decreases.

Having said this, and focusing on people’s willingness to stay at home compared to the pre-pandemic

period, it can be seen that the previously mentioned increase in the number of deaths and the resulting

restrictions led to an increase in the population’s willingness to stay at home and that this preference

decreased when the number of deaths decreased and confinement was raised. In contrast, when the

peaks of deaths occur in January 2021, the population’s propensity to remain at home will increase. As

the vaccination procedure advances and the percentage of the populationvaccinated population increases,

people’s willingness to stay at home declines to values near zero, resembling those observed before the

pandemic. In addition to the huge increase in the number of instances in January 2022, there was also

an increase in the propensity to stay at home, likely due to individuals feeling less safe outside.

Figure 37: Variation of the preference index to remain at home in Portugal in relation to restrictions and
contingency measures.

8.4.2 USA

There are three peaks on the chart illustrating the distribution of new cases of Covid-19 in the USA. The

first was on January 4, 2021 (243226 new cases), the second on August 30, 2021 (176645 new cases),

and the third on January 11, 2022 (far more severe) (850082 new cases). The ratios of new cases per

million individuals for the three conditions are 732, 560, and 2560, respectively.
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Similarly, a positive association exists between the previously investigated metric and the number of

recorded deaths. The largest peaks in recorded deaths follow the largest peaks in new cases. Since a

portion of the population was already partially immunized, the third peak of new cases was not proportional

to the number of deaths, even though this is not the country with the highest vaccination rate (only about

76% of the population was immunized during the period of analysis). Peak vaccination rates occurred

between January 10 and June 6, 2021.

Again, this is predicted, as vaccination has been demonstrated to reduce the severity of infection-

related symptoms. In the future, these dashboards could be made accessible to the general public in

order to improve literacy and awareness of the issue.

Figure 38: Variations in the number of new cases in USA, throughout time.

The restrictions on gatherings have largely remained between level 3 - no more than 10 and less than

100 people and level 4 - no more than ten people. This has an impact on the proliferation rate of the

virus. Of course, it can be observed that there was also a tightening of the restriction measures at peaks

of new cases, at least until vaccination started. It can also be seen that after the vaccination peak, the

restriction to stay at home remained at level 1, which only represents a recommendation. Furthermore,

there is a strong correlation between the restrictions implemented and the population’s desire to stay at

home. As can be seen in graph 39, the desire to stay at home peaked at the beginning of the pandemic,

meaning that people preferred to stay at home during this period due to fear of the unknown. That said,

it only increases significantly when the increase in new cases is also alarming.
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Figure 39: Variation of the preference index to remain at home in USA about restrictions and contingency
measures.

8.4.3 India

Analyzing the behaviour of the country with the largest population. During the pandemic, India had three

peaks of new registered cases. Although the numbers are frightening, the truth is that the ratios are lower

than those observed in the two previous countries under study. The first peak was observed on September

7, 2020, with 94372 new cases. This translates to only approximately 67 cases per million. The second

peak, on May 4, 2021, was the most drastic, with 401078 new cases, which translates into a ratio of 285

new cases per million inhabitants. The third case, on January 21, 2022, has a ratio of 255 new cases

per million, which gives a total of 317532 new cases. The worrying factor observed in the analysis of the

numbers from India regarding the number of deaths and the vaccinated population. The graph of deaths

positively correlates with the graph of new cases. This may be since India, as noted in the figure, despite

being the country with the most fully vaccinated people, is also the country with the lowest percentage of

vaccinated people (69%).
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Figure 40: Variations in the number of new cases in India, throughout time.

Furthermore, it can be observed that from the very beginning of the pandemic, the gathering restric-

tions imposed were of the highest level, level 4 - no more than ten people allowed to gather together.

However, the containment restrictions were not proportional, varying and increasing gradually. They only

peaked in a short period in 2020, which may be a reflection of the high number of cases and deaths.

The peaks in confinement restrictions coincide with the peaks in people’s preference to stay at home.

Concerning this metric, India has had the highest values for much of the time and has maintained them

until the end, unlike the other countries.

Figure 41: Variation of the preference index to remain at home in India in relation to restrictions and
contingency measures.
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Figure 42: Population vaccinated per million and fully vaccinated, in the three studied countries.

Analyzing Figure 43, which illustrates in detail the most important metrics for the three countries

studied, it can be inferred that in any of the countries, it is clear that the first impact was the one that

scared the population the most, hence the big peak in preference to stay at home during the first month.

Furthermore, in countries where the percentage of fully vaccinated people is higher, the preference to stay

at home has a steep decline after the start of vaccination, showing only a slight increase in the period

when the number of cases rose substantially (beginning of 2022). Overall, considering the restrictive

measures imposed by governments, the population was complacent, so the two graphs have very similar

distributions.

Figure 43: Summary of the variance in preference to stay at home as compared to the restriction measures
in the three studied countries.

The detailed analysis presented above shows that, by using data mining and visualization tools, it is

possible to build dashboards that support decision-making and that there can be very interesting coop-

eration between the data related to health institutions and their patients and the government measures
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that could be taken and shared in an informed way. Moreover, the centralization of data from various

realities makes it possible to predict comparatively hypothetical scenarios and consequently prevent their

occurrence, if necessary.

8.5 Discussion and Conclusion

The case study examined the effect of Covid-19 on people’s preference to stay at home, specifically in

Portugal, the United States, and India. Employing Big data tools, such as PySpark and Power BI, for the

entire ETL process, the data were examined to identify how government policies, such as crowding and

confinement limitations, and immunization affected the death rate and people’s choice to stay at home.

The data analysis revealed that the government’s actions are reactive rather than preventative. In

addition, the preference of individuals to remain at home grew during periods of stricter restrictions but

declined as vaccination progressed and the fatality rate decreased.

In conclusion, the findings of this study contribute to a greater understanding of the influence of

government initiatives and vaccination on the mortality rate and people’s inclination to remain at home

during the Covid-19 pandemic. Architectures like the one built here can help future public policy and

public health practices in public health literacy and decision support.
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9

Discussion

9.1 Detailed Discussion

This doctoral thesis centered its organization on themes such as Big Data, Cloud Computing, Clinical Data

Standards, and Real-Time Information Systems, which were explored to determine the optimal solution

to the challenge mentioned above. In addition, taking into account the approach to the case studies, the

study includes data standards for data organization and information exchange for each of the generated

solutions to be sufficiently abstract for future applicability in other fields. Thus, the developed solutions

are intended to provide health institutions with advancement in using available and accessible solutions

to centralize the display and reporting of analysis and examination results without requiring substantial

hardware and software investments.

Regarding the questions provided in the literature review (RQ1-RQ4), it is concluded that due to the

volume and variety of data produced at any given moment in health institutions, Big Data is almost required

to be considered. Moreover, analyzing these data in real-time determines the Development of personalized

medicine and, consequently, the enhancement of the healthcare offered. According to Pramanik, Pal, and

Mukhopadhyay, Big Data has the potential to impact the healthcare industry significantly. By analyzing

huge amounts of data from various sources, healthcare organizations can structure the data, uncover

patterns and hidden information for the user, and get decision-supporting information and knowledge.

Hence, both the quality of the service and the cost of providing it will be enhanced [114]. Thus, the health

sector’s desire for research and innovation will improve.

The health sector is migrating towards new technological paradigms (IoT, Big Data, Cloud Computing,

etc.), triggering a radical shift in mindset and approach to conventionally built applications. Historically,

adopting new software has been financially and personally burdensome for institutions. Conventional

systems involve costly investments in hardware and software licenses and a substantial amount of imple-

mentation effort from the institution’s personnel. Given the financial and human resources limitations,

cloud services offer a realistic option that permits scaling based on productivity and payment based on

software usage [1].

Cloud-based systems are attractive because they provide on-demand access to unlimited computing
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and storage resources. This enables healthcare institutions to extend their resources as necessary to

manage the growing volume of data without investing in costly infrastructure [118]. The most common

scenario would involve purchasing infrastructure and licenses that optimally correspond to the institution’s

anticipated development pace. Regrettably, a lack of financial resources frequently limits the initial invest-

ment, limiting the solution’s usefulness. Hence, it gradually becomes inadequate and unstable. The fact

that cloud-hosted systems can be scaled anytime reduces their initial cost, making them more appealing

to healthcare organizations.

Before adoption, this type of technology must be evaluated, and precautions must be taken regarding

issues such as data security and privacy. In addition, the research suggests that these applications should

be abstract and applicable to as many case studies as possible. Consequently, it is prudent to utilize data

standards for information structuring and exchange [34].

In order to contribute to the community and as a result of applying the techniques, the Development

of case studies began following the identification of the research need. DSR, which focuses on a problem-

solving paradigm that tries to extend human knowledge through the production of innovative solutions,

was chosen to answer research question RQ5 after taking into account the nature of the solution [12]. As

such, it is consistent with this study’s pragmatic and inductive methodology. Two more strategies were

applied in addition to the DSR method. The initial case studies helped the design and development phase

of the solution(s). PoC, on the other hand, is intended to accompany the demonstration phase of the

developed solution’s practicality. The selection of these approaches proved helpful during the research,

as it improved the process of identifying and planning the tasks and the amount of time spent on each of

them. In addition, adopting the DSR approach considerably enhanced the quality of the created solutions

through iterative cycles between the development process and testing.

The three case studies developed were based on quite different architectures are:

• Case Study I: Building a Real-Time Data Repository based on Laboratory Test Results

• Case Study II: Novel Approach for a Software as a Service for Clinical Test Results Reporting

• Case Study III: The Covid-19 Influence on the Population’s Desire to Stay at Home

The answer to research questions RQ6, RQ7 and RQ8 can be found below. The three architectures

discussed next were studied and substantiated with the literature before implementation.

For the first case study, the architecture that proved to be the best suited for the problem is based

on the gathering of data from several sources in N health institutions, which, after being integrated and

preprocessed, are incorporated into the Data Warehouse. Although, as will be detailed later, there are

other API-accessible data repositories, their data collecting and processing structures remain unknown.

The processing schedule of the data determines the selection of the data warehouse. In this case study,

the unprocessed data is transformed and stored, conserving a substantial amount of storage space. This

data warehouse uses the traditional star schema, which proved the most effective in achieving the targeted

goals [65]. The integration standard chosen for the execution of this architecture is HL7 because it is a
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recognized international standard for data format, and the integration engine Mirth Connect is user-friendly

and capable of managing several channels with diverse data formats. In addition, it was evident that this

engine was adaptive to the case studies. In addition, PySpark was used for data preprocessing, Node.js

for API development, and SQL for data insertion into the repository. Swagger was employed to generate

documentation about the API automatically. Unfortunately, a number of obstacles were encountered

during the implementation of the intended architecture. Data quality assurance was one of the earliest

difficulties to emerge. Since they come from several sources, it is vital to develop data standards and

norms as well as validation methods to guarantee the quality of the final product. This approach supports

the increasingly vital interoperability capacity of health information systems [133, 13]. Data security and

privacy become a concern as soon as data processing begins. For this reason, data security measures

have been designed to prevent unauthorized access, data breaches, and data loss and implemented

data security methods, including encryption, anonymization, and access restriction, among others [105].

Further, it can be stated that the data warehouse was developed following the FAIR principles of becoming

Findable, Accessible, Interoperable, and Reusable. These four characteristics are assured through the

association of a unique key with each record, provision of generic user guidelines, use of internationally

recognized terminologies and standards and Development of a API with multiple endpoints available and

dynamic [64]. Additionally, this repository is capable of supporting a high number of users and handling

massive volumes of data. The entire system was designed and built to be hosted in scalable distributed

computing infrastructures in the cloud. In conclusion, the prior decisions enabled the construction of

an interoperable solution in real-time, which is beneficial to the advancement of research in the field of

health information systems. In addition, it is stated that the implementation of data standards enabled

this solution to be globally extendable and even applicable to similar case studies.

The architecture of the second case study includes five key components. On the cloud side, there

are the database, document storage, API, automatic interoperability engine, and web application. On

the premise side, only clinic-hosted equipment and a semi-automatic integrator are present. AWS was

chosen to host the cloud-based system. AWS is the oldest and, as a result, the most developed of the

three platforms researched and compared; it also offers the most services. The characteristics that

most reinforced the selection were dependability and adaptability. PostgreSQL was chosen as the data

storage system since it is a common option for database administration in SaaS development. It enables

concurrent connections, and the scaling procedure is relatively straightforward. Since AWS is being used

to host the system, buckets from CSP have been implemented for the storage of documents, results, and

reports. Node.js was chosen as the programming language for the API. This is built on JavaScript, one of

the most widely used programming languages in the world, which enables the usage of the same language

on the frontend (React) and backend, making the exchange of programming concepts easier. For the

aforementioned reasons, the integration was then responsible for the HL7 and the Mirth communication

engine for the automated portion. Python has been used to develop the semi-automatic intelligent agent.

Microsoft and Pfizer are among the companies investing in this new programming paradigm. Although

the developed architectures follow the same line of thought as the one shown here, the current research
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has abstracted the concept in a way that could be extremely beneficial. The Development of the second

case study encountered many of the same obstacles as the first. The management of sensitive patient

data necessitates a sophisticated security infrastructure that guarantees data protection, confidentiality,

and privacy. This includes the Development of secure data storage and transfer mechanisms, two-factor

authentication, access control protocols, and data encryption. The solution’s greatest benefit can also be

its most serious difficulty. Due to the absence of restrictions on the types of tests and analyses that can be

integrated, integrating with a wide variety of clinical equipment and systems can be a complex procedure

requiring a thorough understanding of numerous protocols and standards. The system must be able to

receive, process, and transmit data in several formats, as well as convert them into a standard format

for reporting and analysis. This obstacle was overcome by employing the open-source communication

engine Mirth, which enables the creation of many channels with varying communication protocols. This

integration engine proved to be the most complete and hence the most advantageous for this application.

The user interface is another common concern. Nonetheless, it is claimed that professionally supported

Development has made the system intuitive and user-friendly, with a clean and clear user interface that

enables physicians to swiftly and easily locate the necessary information. The web app is optimized for a

variety of platforms, such as desktop computers, laptops, tablets, and smartphones, enabling the mobility

required by contemporary healthcare professionals and work models. This is a highly valuable asset in

the present paradigm of hybrid work arrangements. Ongoing maintenance of this item is also a challenge.

The system requires maintenance and support to guarantee that it stays dependable, up-to-date, and

responsive to the changing needs of the user base. This includes monitoring performance, addressing

bugs and security issues, implementing new integrations, and providing consumers with rapid technical

help.

The architecture of the third case study starts with the collection of data from datasets that are publicly

accessible. The next stage involves basic data transformation using the PyCountry package to match the

ISO codes of the countries across all datasets. This standardization ensures data consistency across

all datasets, hence easing data merging and analysis. During this process, the date format will also be

standardized to provide uniformity across all datasets. The next stage entails combining the datasets

by date and nation of pair. This will ensure that all relevant datasets data are integrated and can be

used for future analysis. With PyMongo, the merged data will be stored in MongoDB. MongoDB is a

good candidate for storing merged data because it is a document-oriented database that can store semi-

structured data and scales easily. The fourth phase is ETL, which involves extracting data from MongoDB

and transforming it with Python to remove special characters, handle redundant values, and handle null

values. The converted data will be put into Power BI for dashboard creation and analysis. Using a

systematic and structured method for gathering, processing, and evaluating data from public databases,

the above-described architecture was determined to be appropriate. This case study needed caution in

terms of data processing and purpose generalization. Thus, the first concern was the usage of public

datasets. Although they facilitate the process, public datasets may have inconsistencies or be of poor

quality, which might compromise the analyses’ precision and dependability. To prevent this issue, we
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chose datasets published by scientifically reputable institutes, such as WHO. In addition, several of the

datasets needed to be requalified due to missing, null, and inconsistent values. Lastly, it was required

to define data formatting and normalization standards throughout the transformation in order to preserve

consistency amongst datasets. Managing huge quantities of data is a very common challenge. Combining

a scalable database and a distributed processing platform, such as Hadoop or Spark, assisted with data

processing and analysis. The updating of the data is the weakness of this case study. Due to the limited

data collecting periods of the public datasets, it was impractical to create a dynamic architecture to ensure

that the most recent data was used in the analysis. In consideration of potential future implementations,

preference was given to the usage of MongoDB as a document-oriented database due to its scalability.

Now answering RQ9, the three case studies stated can provide useful insights for healthcare organiza-

tions’ real-time decision-making in various ways. By integrating laboratory test results and other pertinent

data sources into a real-time data repository, healthcare institutions can get insights that enable faster

and more accurate diagnosis and treatment, as well as improved patient outcomes. This can also help

track and manage patient data, as well as establish more effective data analysis and reporting procedures.

Lastly, it can provide information on how to integrate globally recognized data standards and other impor-

tant data sources to develop a centralized platform for real-time data processing and analysis, not only in

the context of clinical analysis outcomes but for any examination. Having said that, and considering the

use of the established SaaS, the implementation of innovative ways for real-time clinical outcome reporting

can assist healthcare institutions in conveying results more quickly and precisely, as well as allow improved

collaboration among healthcare professionals. This approach can aid in analyzing several SaaS solutions

and selecting the most suitable one for a certain institution. Studying the effect of Covid-19 on people’s

preference to stay at home can offer healthcare institutions information on how to enhance health and

well-being, increase communication and interaction with patients, and create resilience and adaptation in

response to future pandemics or emergencies. This insight can also help optimize processes for future

events where the absence of proof reoccurs. Decision assistance based on real facts shown on intuitive

dashboards and updated in real-time is the safest and most comfortable for everyone.

The tenth and final research question (RQ10) aims to discover the developed study’s importance

compared to similar solutions. Regarding the innovation of the first solution, which resulted from the

first case study, most data repositories in the health field are restricted to the institutions themselves and

are, therefore, not shared with the scientific community. There are, however, scarce examples such as

National Health and Nutrition Examination Survey (NHANES), which provides data on the health, nutrition

and socioeconomic status of the US population and offers a RESTful API that allows interested parties to

search and retrieve data directly from the source. The catch is that new study editions are released only

every two years. In situations where adversities change dramatically, such as a pandemic, the data are

no longer representative [25]. In addition, there are a few healthcare service providers that offer an API

for querying. ClinicalTrials.gov, for instance, has numerous government-sponsored and private clinical

study datasets. Although new clinical trials are added daily to the general repository, the repository is

updated each day. Each trial’s data is only published once. WHO contains all global population health

111



CHAPTER 9. DISCUSSION

information. WHO provides an API for global health estimates data, giving access to both raw and prepared

data. Usual update frequency is likewise daily [158]. In summary, although the identified repositories

are extremely helpful from a scientific standpoint, they do not ensure the standardization of the offered

data and do not provide real-time updates. As described in the study by Antonio Iyda Paganelli et al. in

the article ”Real-time data analysis in health monitoring systems: A comprehensive systematic literature

review”, the quality of diagnoses in healthcare facilities is highly dependent on data and the user data

analysis techniques. Healthcare systems have extensively researched data analysis approaches. However,

it is still being determined which strategies for real-time data processing are most appropriate in each

circumstance. Thus, scientific research using data obtained in real-time, comparable to what occurs in

daily life, is essential [109]. Hence, the developed data warehouse, API, and documentation have scientific

value because they represent an innovation regarding real-time data repositories available to the scientific

community. As one of themost important indications of disease, the breadth of clinical analysis results is of

great importance. Consequently, the data in this repository can enable the real-time updating of AI models

with treated and standardized real values, thereby enhancing their performance. The consequences of

the developed models could be highly beneficial for the provision of medicine by, for instance, giving

decision support tools that considerably enhance the provision of treatment in institutions. In addition,

this architecture could be adapted to additional case studies, stimulating research, collaboration, and

interoperability between several institutions.

Moving on to the results of the second case study, some solutions in the industry already apply the

SaaS architecture to various purposes, revealing a widespread interest in this area. The solutions found

and that have more similarities with the developed solution are the LabCorp Patient Portal, developed

by LabCorp, it is a SaaS that allows the patient to view, download and print test results. Nevertheless,

this solution has no impact on the daily life of the healthcare professional. The goal is to provide more

accessible and convenient patient access. The Ambra Suite launched by Ambra Health, on the other hand,

is a SaaS imaging test results management solution that allows healthcare professionals to access, view,

share and collaborate on patient imaging exams. The goal is to improve collaboration among healthcare

professionals in the interpretation and diagnosis of exam results. This software is the most similar to

the one developed, also offering the ability to create exam reports. Still, it does not allow the integration

of non-imaging exams. Quest Diagnosis has developed the MyQuest Patient Portal, which is a SaaS test

results management that allows physicians to access patients’ test results and review those results in real-

time. Physicians can also submit new requests for exams or tests if needed. Compared to the solution

developed in the second case study, the most significant limitation is that it does not allow for reporting

and addenda. Finally and the most different, Teladoc Medical Experts is a telemedicine SaaS that allows

physicians to view patients’ test results and hold remote consultations to discuss those results and offer

guidance and treatment to patients. This is an asset that could be implemented in future work. The

solution developed is a solution of automatic integration or from a shared folder (intelligent agent), from

various medical equipment, in real-time. Thus, this solution is generic and allows the integration of any

analysis or clinical examination. Moreover, it provides a more efficient and cost-effective way to manage
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patient records, adapting to the new hybrid working model, which can significantly impact patient care.

Being hosted in the cloud significantly decreases the investment required for a similar solution installed

on-premise, which is very advantageous for healthcare institutions. It should also be added that this

solution would be adaptable to any other industry since the intelligent agent would perform the integration

function for any file.

Analyzing the results obtained from the last case study compared to what has already been investigated

due to the impact of covid-19 on society, several studies have been published since 2020. The most

studied topics, probably because they are the ones that have suffered most from the pandemic, are the

economic impact, the impact on medical health, and the impact on education. As far as the economy

is concerned, the Organization for Economic Cooperation and Development (OECD) published a report

entitled ”Coronavirus: The world economy at risk” in June 2020, in which it presented an analysis of the

effects of the pandemic on the world economy. Some of the most important statements of the study were

the overall reduction in Gross Domestic Product (GDP), the disproportionate impact on small and medium-

sized businesses, and the reduction in global demand. This reduction was attributed to social distancing

measures, business closures, and job losses. Since this first report, the organization has published regular

updates on the economic impact. It can be seen that although the organization is releasing a report on

possible warnings, the hard data to back up the claims is less explicit than it would like. It would be very

advantageous if, for example, this organization had a system like the one proposed in this case study to

adjust the dashboards according to the interest of the study. Moreover, this data must be updated in real-

time. In this case, the visualization tool could even generate general reports automatically. Another great

example, and very closely related to the study conducted in the present case study, is one published by

the Kaiser Family Foundation (KFF) in September 2021. Entitled ”The Implications of Covid-19 for Mental

Health and Substance Use”, it analyzed the impact of the pandemic on mental health and substance

use in adults, specifically in USA. Some of the report’s findings include increased symptoms of anxiety

and depression (4 out of 10 adults reported symptoms), limited access to mental health services, and

increased substance use (alcohol use increased by about 14% in 2020 compared to 2019). Once again,

this study, while performing data analysis, is about past events and is unable to show analytical capabilities

for decision support regarding preventative measures. In conclusion, the study of the impact of Covid-19

on people’s preference to stay at home, besides being able to reveal new patterns or behaviours that were

not previously known, leaves open a system that can be extrapolated and prepared to receive data from

the future similar panoramas, serving as a decision support system and fostering the use of preventive

practices.
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9.2 Summary

By briefly and qualitatively examining the developed case studies, a comparison was made between the

outlined objectives and the results obtained. Thus, if the objective is fully met, the evaluation is: ***; If

there is still something to improve or future work that needs to be implemented, the evaluation is: **; In

case the objective is fulfilled, but without fully meeting the need or expectation, the evaluation is: *.

9.2.1 Case Study I: Building a Real-Time Data Repository based on

Laboratory Test Results

Table 9: Qualitative Analysis for Case Study I

Objective Score Comment

Collect and store large amounts of labo-

ratory test results in an integrated loca-

tion for easy access and analysis.

***

The second objective made feasible the collection of

tremendous amounts of data. The proof of concept

only included data from one healthcare organization

since 2020, and given that the proof of concept only

included data from one healthcare company. The

data repository included 8.9 million records on Jan-

uary 31, 2023.

Implement interoperability to automati-

cally receive and update the repository

with new test results in real-time, elimi-

nating the need for manual data entry.

**

Using the Mirth integration engine, creating several

channels to receive HL7 messages and extracting

and uploading the message data to the data reposi-

tory was possible. Still, possible improvements could

be implemented, for example, balancing the integra-

tion engine between two servers or hosting this task

in the cloud.

Allow efficient data retrieval and analy-

sis to improve patient care and support

research.

***

By providing an API, AI algorithms can be trained and

tested with real, accurate data, avoiding using syn-

thetically generated data that does not always repre-

sent reality. The best results achieved in this model

can improve the prediction or decision support sys-

tem based on their information.
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Table 9 continued from previous page

Objective Score Comment

Ensure data security and privacy

through proper data management and

compliance with relevant regulations.

**

Anonymization, Noisy Data, Access Restrictions To

prevent unauthorized access and use of the infor-

mation, security measures have been implemented,

such as distributing the institutions through different

channels (in the interoperability engine), anonymiza-

tion, introducing noisy data, and restricted access.

Even with security precautions in place, there is al-

ways the possibility of data breaches or illegal access

and use of the information provided.

Improve communication and coordina-

tion between healthcare providers and

organizations by providing a shared,

real-time view of patient laboratory test

results.

***

Implementing a globally recognized standard estab-

lished in Portugal has made it possible to include sev-

eral healthcare institutions. In addition, the selected

standard (HL7) is also compatible with many of the

medical equipment present in healthcare institutions.

Enable population health management

and public health surveillance by ana-

lyzing large-scale laboratory test data.

***

By integrating a large part of the results of labora-

tory tests, in this case, Portuguese, studies can be

returned to study the impact of certain factors on the

results of the general population.

Support research by making large, di-

verse datasets of laboratory test results

available for analysis.

***

The real-time interoperability makes the developed

data repository much more up-to-date than the other

public alternatives available for research. Although

anonymized, the patient identifies the dataset even

if the patient is noisy in his identification, which en-

ables detailed and patient-centric analysis.

To extract insights from unstructured

data, continuously improve the data

repository by incorporating new data

sources and functionalities, such asma-

chine learning models and natural lan-

guage processing.

**

Despite some tests, it was impossible to implement

redundancy and server balancing, which would be

an important improvement for it to be continuously

available. In addition, it could be interesting to fill

values that reach null with an AI algorithm.
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9.2.2 Case Study II: Novel Approach for a Software as a Service for

Clinical Test Results Reporting

Table 10: Qualitative Analysis for Case Study II

Objective Score Comment

Automate the process of generating and

distributing clinical results, reducing the

need for manual reporting and facilitat-

ing efficient reporting.

***
Software as a service, hosted in the cloud and cus-

tomizable.

Reduce the need for initial investment,

thus enabling small and medium-sized

companies to computerize their health-

care systems.

***

Provision of a multi-tenant SaaS that can be used

by several institutions without volume restrictions.

SaaS offers pay-as-you-go service and regular scaling,

hence making software for small businesses feasible.

Real-time access to clinical results to

enable healthcare providers to quickly

diagnose and treat patients, improving

patient outcomes.

** Although it is possible it depends on internet access.

Share clinical results with other health-

care providers, enabling better coordi-

nation of care and Enhancing commu-

nication and collaboration.

** Only possible in the same institution.

Automate the reporting process to help

ensure compliance with regulations and

accreditation standards related to data

management and reporting.

***
Implementation of the HL7 standard for information

exchange. Use of security and privacy techniques.

Provide patients with access to their

own clinical/exam results, helping to

empower them to take a more active

role in their healthcare.

*

The patient view is the least detailed. You will be

sent an email with the result and a link to access the

platform and see all your test reports.

Include built-in validation and quality

checks to improve data accuracy, com-

pleteness, and consistency.

***

All the fields have a mandatory flow controlled. More-

over, the values filled in these fields are also subject

to validation.
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Table 10 continued from previous page

Objective Score Comment

Acquired data to be used to identify pat-

terns and trends in patient populations,

enabling healthcare providers to take a

more proactive approach to population

health management.

**

All the data obtained is encrypted in the database.

Therefore, some further work would be required to

decrypt and anonymize it for later availability.

Allow easy access for reports from any

device, from any location, and at any

time, improving the speed and quality of

communication and decision-making.

** Possible although conditional on internet access.

Development of a solution capable of fit-

ting any exam or even analytic results.
***

Enabled through the two integration options (HL7

- automatic and intelligent agent-semi automatic).

Files entering the software are in PDF format.

Ensure data security and privacy. **

Access control, data encryption in the database,

route protection, encryption of files stored in the

cloud, use of secure servers, and regular updates.

9.2.3 Case Study III: The Covid-19 Influence on the Population Desire to

Stay at Home

Table 11: Qualitative Analysis for Case Study III

Objective Score Comment

Understand the effect of the Covid-19

pandemic on individuals’ preferences

for staying at home and the explana-

tions behind these preferences.

***

By processing the data and building dashboards, it

was possible to draw conclusions about people’s pref-

erence to stay at home during the pandemic period.

Identify the factors that contribute to

people’s decisions to stay at home and

how these factors may vary between dif-

ferent demographic groups.

***

By having datasets that were geographically repre-

sentative, it was possible to study the behaviour of

different countries.
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Table 11 continued from previous page

Objective Score Comment

Provide a baseline model for govern-

ments and policymakers to better un-

derstand the factors that influence peo-

ple’s adherence to staying at home and

its impact on the economy.

**

The implemented architecture could be extrapolated

to other case studies. However, additional work is

needed.

Provide insights and recommendations

for governments and businesses to bet-

ter support and protect individuals dur-

ing the Covid-19 pandemic.

***

The study carried out shows that through real-time

data analysis, decision support systems can be im-

plemented and help in the implementation of preven-

tive rules.

In summary, the three case studies proved relevant and implementable in practice. They all bring

innovation factors and hold potential for further research in their respective areas.

9.3 Proof of Concept

In the IT area, any research project must undergo testing and evaluation before it is made available to its

end users by installing, testing and evaluating it in a non-production environment. It is, therefore, crucial

to follow a series of guidelines to evaluate the proposed solution, particularly regarding whether or not

the pre-defined requirements and objectives have been met. Thus, a PoC was performed to prove the

proposed solution’s viability and usefulness.

To outline the SWOT analysis, questionnaires were defined to allow the study of the acceptance of the

proposed information in the developed solutions.

For the first case study, the questionnaire consisted in ten questions that can be found in Appendix

A. In total, 71 responses were collected. The analysis of the responses reveals that despite working

with data repositories, there is indeed difficulty in finding free data repositories, and the case that they

are guaranteed to be standardized is rare (14.1%). Additionally, only four people know about real-time

repositories, which are not public. 73.2% of the answers show that the update rate is often not even

specified. Analyzing the nature of the data in the repositories, 50.7% are real data. Dimensionally, there

is a dispersion, with the majority (52.1%) using medium size repositories (up to ten thousand records).

For the interest in a work similar to the one developed here, only two people need to be made aware of

the interest, 33.8% of the people consider it exciting, and 63.4% say it is advantageous.

Although the questionnaire was created for the second case study, no answers were collected be-

cause using the software as a service implies monetary resource spending. Therefore, it is intended to
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disseminate the questionnaire for future long-term users. The questions of the developed questionnaire

as presented in Appendix B.

Case study III was evaluated through the questionnaire presented in Appendix C. 112 responses were

collected. Analyzing the responses, it is concluded that the population’s perception of decisions varies with

the degree of satisfaction and the surrounding environment. Although a large part considers the measures

to be preventive (55.1%), there is a large set of the sample, 48 people, who consider the measures to be

reactive. Even though a significant part of the population, most of the time, has not felt anxiety, depression

or loneliness (59.1%), nor has seen their alcohol (79.1%) and junk food (59.1%) consumption altered, they

have also not felt confident with the political decisions. The majority, from 1 to 5, rated their degree of

confidence as 3 (medium). Moreover, only 11.8% complied in full with government advice and guidelines.

Finally, the last three questions show that the population can accept systems well if they are well-founded

and transparent.

With the results described above, an internal and external analysis was performed to assess the

strengths and weaknesses of the advances provided by the solutions developed and the external opportu-

nities and threats.

Table 12: General SWOT Analysis

Internal Environment External Environment

Strenghts Opportunities

Interoperability

Use of globally recognized and accredited healthcare

standards

Real-time data integration

Ability to integrate large amounts of data

Scalability

Easy access to data

Adaptability to the hybrid working model

Generalization and Adaptation (The developed solu-

tions are general and adaptable to other scopes)

Development of tools consumable by decision sup-

port systems that can improve patient outcomes

Development of BI indicators

Building a fully integrated, patient-centered SaaS (Or-

dering, Scheduling, Reporting, Monitoring and Track-

ing)

Financial savings

Weaknesses Threats
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Table 12 continued from previous page

Internal Environment External Environment

It depends on the internet connection

Obsolete equipment, lacking integration capabilities

require the use of semi-automatic methods

New HL7 integrations depend on significant technical

knowledge

Managing patient data, even when security and pri-

vacy measures are taken, is risky

Depends on the adaptation and acceptance of profes-

sionals and the institutions’ willingness to innovate

New similar solutions

Lack of specific law regulations

Lack of technical knowledge

Lack of confidence in systems based on data analysis
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Conclusions

This manuscript ends with a detailed ”Conclusion and Future Work” chapter. This chapter presents the

main conclusions of the research, providing an answer to the main research question (Section 10.1).

Additionally, a dynamic analysis of the SWOT matrix will be performed in Section 10.2, highlighting future

work. More collective projects and scientific publications that have been published, accepted, or submitted

are presented in Section 10.3.

10.1 Conclusions

This research focused on discovering healthcare knowledge, especially when huge amounts of data with

defined or indeterminate data structures are involved. Hence, specialized techniques and technologies

must accommodate their variability under these conditions. Yet, a lack of financial, material or human

resources can impede the ability of healthcare organizations to develop solutions capable of properly han-

dling and interpreting this data. In addition, these technologies necessitate the participation of specialists

with sophisticated expertise, who are uncommon in healthcare institutions or lack the time capacity to

perform this type of maintenance. Cloud-based systems offer a solution to this issue by granting on-

demand access to unlimited processing and storage resources. This simplifies the initial implementation

by eliminating the need for complex installations and reduces the initial cost to the bare minimum.

Therefore, this doctoral thesis, in the Doctoral Program in Biomedical Engineering, was conducted in

order to be able to answer the following main Research question:

”How can Big Data in healthcare institutions become relevant knowledge for real-time

decision-making, with the ability to assist clinical management and generate clinical and

performance indicators, improving processes and resources, especially in evidence-based

medicine contexts?”

In order to answer this question, after the initial interviews, some current themes and paradigms

were selected to be studied and used in the conception and development of the proposed archetypes,
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that is, systems that would incite the construction of knowledge, in real-time, in health institutions. The

technologies studied that correspond to the initial hypotheses pondered are the following:

• Interoperability.

• Clinical Data Standards.

• Big Data.

• Cloud Computing.

• Real-Time Health Information Systems.

• Data Analytics.

According to the previously detailed methodology, three case studies were defined with distinct but

complementary purposes. Thus, the case studies are:

• Case Study I: Building a Real-Time Data Repository based on Laboratory Test Results

• Case Study II: Novel Approach for a Software as a Service for Clinical Test Results Reporting

• Case Study III: The Covid-19 Influence on the Population Desire to Stay at Home

The first case study arises in the context of the need for data for research. The free data repositories

available to the public have considerable limitations in terms of standardization, update and representa-

tiveness. Thus, Case Study one’s main objective is to build a data repository, updated in real-time and

able to receive clinical analysis results from several health institutions. Currently, in the data repository,

there are 8.9 million anonymized and standardized records that can be accessed through an API, also

developed within the scope of the case study. It is concluded that the objective was met even though it is

not available since the project is still underway.

Case study 2 comes with the need to study the viability of implementing the cloud-based paradigm

in healthcare institutions. Although they are quite promising, as discussed throughout the chapters, there

are few solutions since success is not guaranteed. Therefore this case proposes a new approach that

implements a SaaS that receives test results and analysis in real-time. In this way, it empowers healthcare

professionals to access, view and report the results received. The result is very promising, presenting

functionalities that allow the automation of the distribution process and visualization of clinical results

with the ability to reduce the need for investment, thus allowing small and medium-sized healthcare

institutions to computerize their systems.

The third case study serves as a study into the feasibility of implementing and accepting decision

support systems developed with Big Data tools and how these can impact society. Therefore, a study was

conducted to understand the effect of the pandemic, Covid-19, on individuals’ preference for staying at

home and the explanations behind these preferences. This study concludes that by using data visualization
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tools that can be updated in real-time, dashboards can be built that support decision-making by enabling

cooperation between the data of institutions and their patients and governmental measures that could be

taken and shared in an informed manner. Furthermore, centralizing data from various realities makes it

possible to predict comparatively hypothetical scenarios and thus prevent their occurrence if necessary.

All case studies were developed generically and can be adapted to new case studies in healthcare or

non-healthcare settings.

In summary, the development of the doctoral thesis allowed us to study how data can be treated to

build knowledge in health institutions when there are material, monetary, or human resources limitations.

It was found that, as discussed in the previous chapter, the most common solutions are not always those

that best fit, even though some of the typical components play an essential role. Thus it is believed

that development in the Cloud is the most advantageous for healthcare institutions, even though some

processing must be done with tools such as Apache Spark. With the proposed solutions, it is possible that

with some future work, a generic solution can be built that, based on Big Data principles such as speed,

availability, redundancy, and volume, among many others, can build knowledge and provide very positive

inputs to assist health professionals in the decision-making making process.

Concluding, it was concluded that knowledge construction, in real-time, in health institutions was

made possible through Cloud solutions, scalable and with redundancy and availability implemented. Thus,

implementing a SaaS enabled the reception and integration of clinical analysis results to be viewed and, if

necessary, reported and validated by physicians. Still, considerable data protection and privacy concerns

will be discussed further in future work. Until these innovations are deployed, storage for AWS has been

designated in the European Union.

Thus, the thesis is relevant, significant, and original in healthcare information systems because it offers

a unique perspective on these topics, provides a holistic view, and offers new knowledge with practical

implications. Even so, there is still room for evolution and strategies that can and should be adopted

towards leveraging these topics in health.

10.2 Future Work

To outline prospective future work, a dynamic analysis was conducted. The dynamic analysis imple-

ments the conclusions of the SWOT analysis through cross-referencing: Strengths-Opportunities(SO),

Weaknesses-Opportunities(WO), Strengths-Threats(ST); Weaknesses-Threats(WT)

This also presupposes the continuity of the analysis when the solution evolves so that one can under-

stand whether it is evolving positively. This new interpretation of the SWOT matrix allows the identification

of the bets that should be made so that the strengths can respond to the opportunities identified (SO) of the

constraints existing in the solution (WO) in order to identify evolutions so that the weaknesses can be over-

come, of the warnings that need attention (ST) in order to overcome threats and enhance the strengths,

and of the associated risks (WT) in order to try to circumvent the threats. This approach promises to enable
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the construction of more effective action plans to strengthen the competitive advantages of solutions.

So, the identification of more generic data standards that enable the application of solutions in other

fields and industries would be highly tolerated in order to capitalize on the strengths and take more benefit

of the recognized potential. Hence, new data repositories or data marts might be created for even more

health-related domains. Also, the established SaaS may be stretched to new service areas where it was

required, such as document management systems. Additional future tasks, such as developing monitoring

or monitoring functionality, could also be highly useful for system adherence.

In order to overcome the threats and enhance the strengths, provide detailed documentation and

workflows, manual of new integrations implementation. This way, the whole operation would be detailed

and transparent to potential users, increasing confidence in using the software. The availability of the

manual for new integrations would only require technical knowledge of a more basic level.

In order to overcome the weaknesses and make the most of the opportunities, the value should

be added to the developed solutions, for example, through security, redundancy and availability of data

access. This could be implemented, for example, with a time cache so that healthcare professionals

can continue their work when there is no Internet connection. Furthermore, security should always be

ensured by encrypting the stored data and restricting access to the data. Furthermore, a blockchain

could be implemented so that the information is decentralized but protected. Finally, algorithms could be

implemented to fill in missing values that would always have to be validated by professionals, for example,

missing units of a certain result.

In order to respond to weaknesses and circumvent threats, there must be alternatives to automatic

integration to overcome the problem of obsolete equipment. Furthermore, backups must be performed

online, and it is fundamental that the SaaS does not depend on law regulations since the guidelines for

development are not always clear. As for similar solutions, it is believed that with the continuity of support

and updates to the systems, the work developed is a strong alternative in the market.

10.3 Scientific Contributions

In the framework of several individual and collective works carried out during the research, several pub-

lications were made in conferences, journals and book chapters. Moreover, a book entitled ”Big Data

Analytics and Artificial Intelligence in the Healthcare Industry” was edited with Professor José Machado

and researcher Hugo Peixoto. In addition, a patent application has been submitted in the framework of

the automatic construction of ontologies according to large amounts of data, including files (for example,

JSON). The collective projects that resulted in the publications described below were:

• Development and Research on Innovative Vocational Education Skills.

• Curriculum Development in Data Science and Artificial Intelligence.

• Factory of The Future - Smart Facturing.
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• Integrated and Innovative Solutions for the well-being of people in complex urban centers.

The scientific contributions completed so far are:

• Journal

– Drug–Drug interaction extraction-based system: An natural language processing approach.

https://doi.org/10.1111/exsy.13303

– Hierarchical Temporal Memory Theory Approach to Stock Market Time Series Forecasting.

https://doi.org/10.3390/electronics10141630

– Software Tools for Conducting Real-Time Information Processing and Visualization in Indus-

try: An Up-to-Date Review. https://doi.org/10.3390/app11114800

– Integrating a New Generation of Interoperability Agents into the AIDA Platform. https:
//doi.org/10.33847/2686-8296.3.1_5

– Machine Learning Applied to Health Information Exchange. https://doi.org/10.401
8/ijrqeh.298634

– OpenEHR modelling applied to Complementary Diagnostics Requests. https://doi.or
g/10.1016/j.procs.2022.10.148

• Conference

– Prediction models applied to lung cancer using Data Mining. https://doi.org/10.1
007/978-3-031-29104-3_22

– New Generation of Interoperable Artifacts in Medical Informatics.

– Big Data in Healthcare Institutions: An Architecture Proposal. https://doi.org/10.1
007/978-3-031-33614-0_20

– Interoperability of Clinical Data through FHIR: A review. https://doi.org/10.1016/
j.procs.2023.03.115

– COVID-19 cases and their impact on global air traffic. https://doi.org/10.1007/97
8-3-031-38204-8_2

– Steps Towards Intelligent Diabetic Foot Ulcer Follow-up based on Deep Learning.https:
//doi.org/10.1007/978-3-031-38204-8_7

– The Impact of contingency measures on the COVID-19 reproduction rate. https://doi.
org/10.1007/978-3-031-38204-8_3

– Recommendation of Medical Exams to Support Clinical Diagnosis Based on Patient’s Symp-

toms. https://doi.org/10.1007/978-3-031-38204-8_8
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– Implementing a Software-as-a-Service strategy in healthcare workflows. https://doi.or
g/10.1007/978-3-031-38333-5_35

• Book Chapters

– Step Towards Monitoring Intelligent Agents in Healthcare Information Systems. https:
//doi.org/10.1007/978-3-030-45697-9_50

– Contactless Human-Computer Interaction Using a Deep Neural Network Pipeline for Real-

Time Video Interpretation and Classification. https://doi.org/10.1007/978-3-0
30-90241-4_17

– Real-Time UCI Monitoring Using Apache Kafka. https://doi.org/10.4018/978-1
-7998-9172-7.ch001

– Improving the Effectiveness of Heart Disease Diagnosis with Machine Learning. https:
//doi.org/10.1007/978-3-031-18697-4_18

– The Covid-19 Influence on the Desire to Stay at Home: A Big Data Architecture. https:
//doi.org/10.1007/978-3-031-21753-1_20

– Sustainable and Social Energy on Smart Cities: Systematic Review. https://doi.org/
10.1007/978-3-031-20316-9_6

– Medical Recommendation System Based on Daily Clinical Reports: A Proposed NLP Ap-

proach for Emergency Departments. https://doi.org/10.1007/978-3-031-214
41-7_24

– A Comprehensive Study on Personal and Medical Information to Predict Diabetes. https:
//doi.org/10.1007/978-3-031-20859-1_20

It should be noted that other four other publications are accepted and awaiting publication:

• Collaborative Platform for Intelligent Monitoring of Diabetic Foot Patients - Colab4IMDF

• The interplay of Inflation, Healthcare Spending, and Suicide Rates: An Empirical Analysis

• Enhancing Data Science Interoperability: An Innovative System for Managing OpenEHR Structures

It can also be highlighted that some publications have been submitted to conferences and journals

and are currently awaiting acceptance:

• Integrating SaaS and Multi-Agent Systems: A Case Study on Laboratory Results.

• Software as a Service for Real-Time Cloud-Based Clinical Test Results Reporting.

• Towards a Standardized Real-Time Data Repositories in Healthcare Institutions.
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A

Case Study I - Importance and Value of Data, its

quality, veracity and availability in Research

A.1 Questionnaire and Acquired Responses

This section presents the questions that compose the questionnaire for the third case study as well as the

collected responses.A total of 71 responses were collected, submitted by researchers, university profes-

sors, and workers in enterprises with contact in research.

1. What category of institution are you affiliated with?

• University

• Research Center

• Enterprise

• Enterprise with Research Department

• Healthcare Institution

• Other

Figure 44: Collected responses for the institituion category.
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APPENDIX A. CASE STUDY I - IMPORTANCE AND VALUE OF DATA, ITS QUALITY, VERACITY AND AVAILABILITY IN
RESEARCH

2. How many research projects, dependent on the existence of data, have you met?

• 1-10

• 10-100

• 100-1000

• None

Figure 45: Collected responses for the known number of data dependent projects.

3. Are repositories typically accessible to the scientific community at no cost?

• Yes

• No

• Sometimes

Figure 46: Collected responses for the repositories accessibility.

4. Are the repositories you know standardized?
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A.1. QUESTIONNAIRE AND ACQUIRED RESPONSES

• Yes

• No

• Not specified

Figure 47: Collected responses for the standardization question.

5. How often are the repositories updated?

• Never

• 1 x per year

• 1 x per week

• 1 x per day

• Real Time

• Not specified

Figure 48: Collected responses for the most common update rate.

6. If you answered, ”In real time”, in the previous question, please specify which.
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APPENDIX A. CASE STUDY I - IMPORTANCE AND VALUE OF DATA, ITS QUALITY, VERACITY AND AVAILABILITY IN
RESEARCH

• No answers were provided. We ask people and it was due to the confidential contracts. So,

the data repositories were not public.

7. Are the data present in the repositories real or synthetically generated? Answer considering most

of them.

• Real Data

• Synthetic Data

• Not specified

Figure 49: Collected responses for the typical data nature in repositories.

8. How large are the repositories? Very Small - up to one hundred records; Small - up to one thousand

records; Medium - up to ten thousand records; Large - more than one hundred thousand records;

Very Large - more than 1 million records.

• Very Small

• Small

• Medium

• Large

• Very Large
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A.1. QUESTIONNAIRE AND ACQUIRED RESPONSES

Figure 50: Collected responses for the repositories dimension.

9. How would you classify a repository, updated in real time, with anonymized and standardized data,

made available through a free API?

• Irrelevant

• I’m not aware of the interest

• Interesting

• Extremely useful

Figure 51: Collected responses for the possible Project Novelty.

10. Please indicate what improvements could be implemented.

• The response to this question was not mandatory. Only 10 answers were submited where

suggestions like metrics implementation, documentation, low response time, possibility to

view some samples, possibility to configure the requests to have only relevant information.

Thank you for your cooperation.
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B

Case Study II - Evaluation of the acceptance and

usability of a SaaS or other cloud based systems

Table 13: Structure of the Questionnaire about SaaS

Please rate your level of satisfaction with the following aspects of our software:

Very

Satisfied

Somewhat

Satisfied
Neutral

Somewhat

Unsatisfied

Very

Unsatisfied

Ease of

access

Hardware Compatibility

Security

Reliability

Ability to integrate

with other systems

Ease of use

Look and Feel

Collaborate

with team

Documentation

Value for

money

Overall

Performance

Support

Quality

1 2 3 4 5 6 7 8 9 10
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Table 13 continued from previous page

Please rate your level of satisfaction with the following aspects of our software:

How likely is It that you would

recommend this software to a

friend or relative?

Comment

Do you have any thoughts on how

to improve this software?

Thank you for your cooperation.
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C

Case Study III - Evaluation of the acceptance and

usability of management and decision support

systems in critical situations

C.1 Questionnaire

This section presents the questions that compose the questionnaire for the third case study as well as the

collected responses. A total of 112 responses were collected, submitted by the general population.

1. Age Group

• < 18 years

• 18 a 40 years

• 40 a 65 years

• > de 65 years

Figure 52: Distribution of the Age Group.
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2. Residence Country

Figure 53: Residencial Country.

3. On a scale of 0 to 10, how satisfied were you with your life during Covid-19?

• 0

• 1

• 2

• 3

• 4

• 5

• 6

• 7

• 8

• 9

• 10

Figure 54: Degree of Satisfaction with life, during Covid-19.

4. During the confinement period how often did feelings like: Anxiety, Depression and/or Loneliness

arise?
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• Everyday

• Every Week

• Very Occasionally

• Never

Figure 55: Periocity of feelings such as anxiety, depression, and loneliness.

5. Thinking about the situation since the introduction of government restrictions: Has the frequency

of alcohol consumption changed?

• Increased

• Decreased

• Did not change

Figure 56: Change in the frequency of alcohol consumption.

6. Thinking about the situation since the introduction of government restrictions: Has the consumption

of junk food and sweets changed?
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• Increased

• Decreased

• Did not change

Figure 57: Change in the frequency of junk food consumption.

7. Before the pandemic, did you work from home?

• Yes

• No

• Sometimes

Figure 58: Preference in Pre-pandemic work arrangements.

8. When the Covid-19 restrictions were lifted, which would be more advantageous:

• Work from home

• Return to the workplace
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Figure 59: Preference Post-pandemic work arrangement preference.

9. On a scale of 0 to 10, where 0 is nothing and 10 is entirely, how well have the government’s advice

and guidance regarding Covid-19 been respected?

• 0

• 1

• 2

• 3

• 4

• 5

• 6

• 7

• 8

• 9

• 10

Figure 60: Compliance with imposed restrictive measures.

10. Were the restriction measures preventive or reactive?

• Preventive

• Reactive
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Figure 61: Perception of the type of measures adopted.

11. What information sources were used for the daily update on Covid-19?

• Radio

• Television

• Social Media

• All

• Others

Figure 62: Information sources daily used.

12. On a scale of 1 to 5, where 1 is none and 5 is total, how confident are you in political decisions

during Covid-19?

• 0

• 1

• 2

• 3
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• 4

• 5

Figure 63: Trust degree in political decisions, during Covid-19.

13. Which guidelines were most likely to break?

The response to this question was not mandatory. Only 66 responses were collected. The re-

sponses were classified into: None, All, Stay at home, Inside Travel, Vaccination, Face Mask, and

others described in Figure 64.

Figure 64: Government guidelines most likely to break.

14. If government restrictions were based on a real-time data analysis system, would the degree of

trust increase?

• No

• Slightly

• Yes
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• Totally

Figure 65: Change in the degree of confidence when using decision support systems.

15. If there was an automatic data analysis system, based on artificial intelligence, which according to,

for example, the number of cases and deaths, adjusted the restriction measures, would you trust

it?

• Yes

• No

• Maybe

Figure 66: Change in the degree of confidence when using substantiated artificial intelligence methods.

16. If the decision-making process were more transparent, allowing the population to view the data,

would trust increase?
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• Yes

• No

• Maybe

Figure 67: Change in the degree of confidence when using decision support systems with transparency
for the population.

Thank you for your cooperation.
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