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0.2 Resumo

Parkinsonismo Vascular (PVa), doença de Parkinson Idiopática (DPI), duas doenças associadas com

Parkinsonismo, e a doença de Fabry (DF) foram investigadas usando métodos estatísticos e de aprendiza-

gem automática (AP). O diagnóstico destas doenças é atualmente um grande desafio devido à enorme vari-

ação fenotípica e à sobreposição de fenótipos. De facto, existe um atraso considerável entre as primeiras

manifestações destas doenças e o correto diagnóstico clínico. A investigação de biomarcadores capazes

de assistir o atempado e correto diagnóstico de DF, PVa e DPI é extremamente importante. O objetivo

deste estudo é avaliar a aptidão de métodos de AP quando utilizados para diagnosticar estas doenças.

Foram utilizados sensores vestíveis para obter dados da marcha de 15 pacientes com DPI, 14 pa-

cientes com PVa, 36 pacientes com DF e 36 controlos. Foram também obtidos dados cardíacos e neu-

rológicos de 95 pacientes de DF. Com base nos dados da marcha várias tarefas de classificação binárias

foram realizadas utilizando seis métodos supervisionados de AP: Support Vector Machines (SVMs), Ran-

dom Forests (RFs), Multiple Layer Perceptrons (MLPs), Deep Belief Networks (DBNs), Long Short-Term

Memory (LSTM) and Convolutional Neural Networks (CNNs). Foram aplicados métodos de clustering

para identificar subgrupos homogéneos de: 1) pacientes com Parkinsonismo (DPI e PVa) usando os dados

de marcha e 2) pacientes com DF usando os dados cardíacos.

Todas as tarefas de classificação baseadas nos dados da marcha obtiveram ótimos resultados, destacando-

se as SVMs e CNNs. Estes métodos deram provas da sua eficácia e precisão como ferramentas auxiliares

capazes de assistir no processo de diagnóstico destas doenças. A análise de subgrupos homogéneos de

pacientes que sofrem de Parkinsonismo revelou que PVa apresenta os padrões de marcha mais afetados.

A análise de subgrupos homogéneos de pacientes com FD identificou que pacientes com manifestações

cardíacas severas são mais suscetíveis a manifestações neurológicas. Os padrões de marcha de pacientes

com DF revelaram também um potencial desenvolvimento de Parkinsonismo.

Esta dissertação contribuiu para o desenvolvimento de ferramentas capazes de auxiliar no processo

diagnóstico e avaliação clínica de DVa, DPI e FD, estas ferramentas facilitam um prévio e correto diagnós-

tico destas doenças, possibilitam um melhor tratamento e uma melhor qualidade de vida aos pacientes.

Palavras-Chave: Parkinsonismo, Doença de Fabry, Aprendizagem Automática, Dados Cardíacos, Marcha.
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0.3 Abstract

Vascular Parkinsonism (VaP), Idiopathic Parkinson’s Disease (IPD), which are two diseases associated

with Parkinsonism, and Fabry Disease (FD) were investigated with the support of different statistical and

machine learning methods. Diagnosis of these diseases remains a challenge mostly due to phenotipical

variability and highly overlapping phenotypes, with considerable delay between onset and clinical diagnosis.

Additionally, growing evidence linking Parkinsonism with FD has been reported recently. It is then of

extreme importance to explore biomarkers capable of assisting the early and correct diagnosis of FD, VaP,

and IPD. The aim of this study is to evaluate the effectiveness of machine learning strategies when applied

to the diagnosis of these disorders.

Wearable sensors positioned on both feet were used to acquire gait data from 15 IPD patients, 14

VaP patients, 36 FD patients, and 34 control subjects. Cardiac and neurological evaluations were also

collected from 95 FD patients. Based on gait data, various binary comparative classification analysis were

performed by applying six supervised machine learning algorithms: Support Vector Machines (SVMs),

Random Forests (RFs), Multiple Layer Perceptrons (MLPs), Deep Belief Networks (DBNs), Long Short-

Term Memory (LSTM) and Convolutional Neural Networks (CNNs). Clustering methods were applied to

identify homogeneous subgroups of: 1) patients with Parkinsonism (IPD and VaP) based on gait data and

2) FD patients based on cardiac data.

All classification analysis based on gait data achieved very good results, especially SVMs and CNNs.

These classifiers have proven to be very reliable and accurate assistance tools for the diagnosis of these

disorders. The Parkinsonism subgroup analysis revealed that the most impaired gait patterns are mainly

displayed by VaP patients. The FD subgroup analysis identified that patients with severe cardiac manifes-

tations also display neurological impairments. The gait patterns of FD patients also revealed interesting

results suggesting the potential development of Parkinsonism.

This dissertation contributed to the development of clinical diagnostic and evaluation tools of FD, IPD,

and VaP, to facilitate the early and correct diagnosis of these diseases, leading to better treatment and

improvement of the quality of life of patients.

Keywords: Parkinsonism, Fabry Disease, Machine Learning, Cardiac Data, Gait.
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Part I :

Introduction and State of the Art
In this section, the motivation and background behind this work are presented, followed by

a description of the goals for this work.
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Chapter 1

Introduction

Neurodegenerative diseases are one of the biggest threats to public health, with the growth of life

expectancy the number of people suffering from these diseases is rising (Heemels (2016)). According to

the 2018 Statistical Yearbook of Portugal (SYB), the number of elderly people in Portugal is increasing and

is projected that it will continue on this path in the future. In 2018 the number of people with more than

65 years in Portugal was 2 213 274 representing 21.6% of the overall population.

Parkinsonism is a general term that refers to a group of neurological disorders that cause movement

disturbances. The most common disease associated with Parkinsonism is Idiopathic Parkinson’s disease

(IPD), being this the second most common neurodegenerative disorder and the most common motor

disorder, affecting millions of people around the world (Lehosit and Leslie J. (2015)). Differential diagnosis

between different variants of Parkinsonism is a difficult task, more specifically between IPD and Vascular

Parkinsonism (VaP). These diseases exhibit a similar/overlapping phenotype being commonly confused,

thus correct diagnosis is complicated and dependent on doctor experience (Lehosit and Leslie J. (2015)).

Vascular Parkinsonism and IPD affect primarily the motor system. People with Parkinsonism are two times

more likely to fall than people with other neurological conditions (Allen et al. (2013)). Symptoms worsen

with disease progression leading to serious complications resulting in premature death. Neurologists

should be prepared to perform a correct diagnosis of these diseases and provide specific treatment so

that patients can live their lives as healthy, independent and autonomous as possible.

Another disease that greatly affects the quality of life and may lead to premature death is Fabry Disease

(FD). The most severe clinical manifestations of FD associated with life-threatening complications are the

2



CHAPTER 1. INTRODUCTION

damages to the kidneys, heart, and brain. Cerebrovascular complications caused by cerebral vasculopathy

are a major cause of morbidity and premature death in patients with FD (Kolodny et al. (2015)). The

diagnosis of FD remains a challenge due to rare occurrence, symptom variability, different ages of onset,

and severity of progression. The average delay between onset and correct diagnosis of FD is 13.7 and

16.3 years and premature death occurs on average 20 and 15 years earlier, in male and female patients,

respectively (Giugliani et al. (2016)). It is then of extreme importance to explore different biomarkers that

can assist in the early diagnose of FD.

Lately, there has been growing evidence showing that gait assessment can be a powerful complemen-

tary tool in the diagnosis and management of patients with motor impairments (Fernandes et al. (2018);

Kubota et al. (2016); Lord et al. (2013)). Gait features can be measured easily, quickly, and at low cost

using noninvasive technology such as wearable sensors. Different machine learning (ML) methods based

on gait features have been widely used to discriminate between normal and abnormal gait patterns and

among different pathological gait patterns such as those presented in patients with Parkinsonism, Hunt-

ington’s Disease, and Alzheimer’s Disease (see e.g, Xia et al. (2015)). The potential of ML methods has

not yet been explored for the evaluation of FD patients.

Although the involvement of motor function is not included in the manifestations typically associated

with FD, motor impairments during gait, such as postural instability and slower gait, have been demon-

strated in FD (Lohle et al. (2015)). Furthermore, the most common FD manifestations are neurologic and

gait has been hypothesized as the final outcome of several neurological functions (Amboni et al. (2013)).

Recently a connection/interlink between Parkinsonism and FD has also been drawn. People that suffer

from FD seem to be more susceptible to the development of Parkinsonism (Wise et al. (2018)). This

connection is extremely important and is currently being investigated alongside diagnostic and evaluation

systems that can assist doctors in the diagnosis of these disorders.

This work aims to further enhance the current knowledge about the mentioned disorders and develop

intelligent and highly reliable ML systems, based on gait data extracted from wearable sensors, capable of

assisting doctors in the diagnosis of IPD, VaP and FD so that these disorders can be correctly diagnosed

and proper treatment procedures can be implemented as early as possible. Additionally, data extracted

from cardiac examination will also be analysed to assess the connection between cardiac and neurological

manifestations of FD patients.
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1.1 Objectives

With all of the above in mind, the major goals of this work are the following:

• To further evaluate the effectiveness of machine learning methods when distinguishing control sub-

jects from Parkinsonism patients based on gait patterns.

• To evaluate the effectiveness of machine learning methods when distinguishing IPD and VaP pa-

tients based on gait patterns and to identify subgroups of patients with Parkinsonism (IPD and VaP)

with similar gait patterns.

• To investigate the connection between cardiac and neurological manifestations of FD patients and

evaluate the impact of neurological lesions on the gait patterns of FD patients.

• To evaluate the effectiveness of machine learning methods when distinguishing healthy control

subjects from FD patients based on gait characteristics.

• The final goal of this work is to investigate, also with the help of machine learning methods, the

connection between Parkinsonism and FD by analysing the gait patterns of both disorders.

1.2 Dissertation structure

In Part I of this work, where this Chapter is included, an introduction to the developed work is presented

where the context and motivation for this study, the goals that it envisions and its structure are described.

The next Chapters describe the characteristics, risk factors, how the diagnosis is executed and current

treatment for IPD, VaP, and FD. In the last Chapter of Part I, the current state of the art of machine

learning methods used for the diagnosis and classification of IPD, VaP and other neurological disorders is

presented. As mentioned before, the potential of machine learning methods has not yet been applied to FD.
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Part II of this work uncovers the methodology and materials. It describes how, where and what data

was collected and which data is going to be used for the development of the machine learning methods.

The machine learning and statistical methods developed in this work are also summarized in Part II.

In Part III the results of this work are detailed. The first Chapter of Part III describes the data preparation

and the evaluation metrics used to evaluate the machine learning methods. The obtained results are

presented, compared and discussed. The conclusion and future work close this Part III and the presented

work.

1.3 Contribution of this work

The following publications have been made based on the work developed in this dissertation:

• Fernandes, C., Fonseca, L., Ferreira, F., Gago, M., Costa, L., Sousa, N., Ferreira, C., Gama, J.,

Erlhagen, W. & Bicho, E. (2018, December). ”Artificial Neural Networks Classification of Patients

with Parkinsonism based on Gait”. In 2018 IEEE International Conference on Bioinformatics and

Biomedicine (BIBM) (pp. 2024-2030).

• Ferreira, F., Fernandes, C., Gago, M., Sousa, N., Erlhagen, W., & Bicho, E. Normalization of foot

clearance and spatiotemporal gait data using multiple linear regression models. In Program and

Book of Abstracts XXVI Meeting of the Portuguese Association for Classification and Data Analysis

(CLAD) (p. 71).

• Ferreira, F., Fernandes, C., Gago, M., Sousa, N., Erlhagen, W. & Bicho, E. (2019, May) “Identifi-

cation of gait patterns among patients with parkinsonism based on normalized gait obtained using

multiple regression models”. In Special Issue - Statistics on Health Decision Making: state of the

art, Vol 1 No 1 2019. in press.

• Fernandes, C., Ferreira, F., Gago, M., Azevedo, O., Sousa, N., Erlhagen, W. & Bicho, E. (2019,

June) “Performance analysis of different kernels on SVM classification using different feature selec-
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tion methods on Parkinsonian gait”. In VI Workshop on Computational Data Analysis and Numerical

Methods, (WCDANM) (pp.17-18).

• Fernandes, C., Ferreira, F., Gago, M., Olga, A., Sousa, N., Erlhagen, W. & Bicho, E. (2019, Novem-

ber). ”Gait classification of patients with Fabry’s disease based on normalized gait features obtained

using multiple regression models”. In 2019 IEEE International Conference on Bioinformatics and

Biomedicine (BIBM).
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Chapter 2

Neurodegenerative and genetic diseases

2.1 Idiopathic Parkinson’s Disease

Idiopathic Parkinson’s disease (IPD) is the most common neurodegenerative disorder associated with

Parkinsonism, affecting 1% of the world’s population over 65 years old. It is most often present in patients

after age 60, and age is considered the most consistent risk factor for developing IPD (Lehosit and Leslie

J. (2015), Wirdefeldt et al. (2011)).

The first detailed description of IPD was developed in 1817 by James Parkinson, but the conceptual-

ization of this disease is still under development today (Goetz (2011)). One of the main clinical challenges

of IPD currently being tackled is the need for diagnostic procedures that allow a definitive diagnosis at the

early stages of the disease (Kalia and Lang (2015)).

2.1.1 Characteristics

The main pathological finding currently associated with IPD is the degeneration of dopaminergic neu-

rons in the brain, more specifically in the nigrostriatal pathway, which leads to a dopamine deficiency.

Dopamine is a chemical that neurons release to communicate. When dopamine is absent an imbalance

with neurotransmitters occurs whose result is an array of motor and non-motor symptoms. Symptoms do
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not develop until 50-60% of the dopaminergic neurons are destroyed, and the underlying cause of neural

loss is currently unknown (Wirdefeldt et al. (2011), Perera and Thevathasan (2014)).

All cardinal signs of IPD are related to motor function, these include resting tremors, bradykinesia,

rigidity and postural instability. Gait disturbance at the early stages of the disease is also present. On

gait examination, the patients exhibit slowness of gait, shorten stride length and shuffling gait (Lord et al.

(2013)). Non-motor symptoms of IPD include anxiety, depression, hypotension, constipation, paresthesias,

cramps, olfactory dysfunction, and seborrhoeic dermatitis. With disease progression the cognitive ability

of patients may also decrease (Wirdefeldt et al. (2011)).

Idiopathic Parkinson’s disease is a complex disease with heterogeneous manifestations. Various stud-

ies have attempted to classify subtypes of IPD, but there is still no consensus on the classification of

IPD subtypes. However, the current observations suggest that there are two primary subtypes: tremor

dominant (absence of other severe motor symptoms) and akinetic-rigid (slowness of movement, muscle

stiffness, and gait disorder) (Marras and Lang (2013), Kalia and Lang (2015)).

With disease progression both motor and non-motor symptoms are accentuated, these can be initially

managed with medication (Lehosit and Leslie J. (2015)).

2.1.2 Risk Factors

The greatest risk factor for the development of IPD is age. The occurrence of IPD increases steadily with

age reaching a peak after 80 years of age. This tendency has important implications, with the increasing

life expectancy of the general population the number of IPD cases are estimated to increase by 50% by

2030 (Dorsey et al. (2007)). This disease has a greater presence in Europe, North America and Australia

(Pringsheim et al. (2014)).

Molecular genetic analyses have identified various genes that are associated with Parkinsonism, the

most common are: α-synuclein (SNCA), β-glucocerebrosidase (GBA), Parkinson protein 2 (PARK2), PTEN-

induced putative kinase 1 (PINK1), protein deglycase DJ-1 (PARK7) and Leucine-rich repeat kinase 2

(LRRK2) (Nuytemans et al. (2010)). The GBA gene seems to be the most correlated with the prevalence

of IPD, a multicenter study conducted on data from 5691 IPD patients and 4898 controls concluded that

8



CHAPTER 2. NEURODEGENERATIVE AND GENETIC DISEASES

the odds ratio for any GBA mutation in IPD patients versus controls was of 5.43 (Sidransky et al. (2009)).

However, most cases of IPD are sporadic and do not seem to have any association with gene mutations

(Klein and Westenberger (2012)).

Recently various studies have associated environmental and behavioral factors to the development

of IPD. Exposure to pesticides, consumption of dairy products, history of melanoma, traumatic brain

injury and traumatic loss of consciousness are related to an increased risk of IPD. Other factors appear

to reduce the risk of IPD, these are the following: smoking, caffeine consumption, higher serum urate

concentrations, physical activity, and the use of some common medication like ibuprofen (Ascherio and

Schwarzschild (2016), Dick et al. (2007)). Studies have also shown that the risk of developing IPD is

greater for men than women (Benito-León et al. (2004), Baldereschi et al. (2000)).

2.1.3 Diagnosis

Currently, there is no specific test or diagnostic procedure that confirms the occurrence of IPD.

Biomarkers and specific neuroimaging findings are scarce so the diagnosis of IPD is based on clinical

criteria and the presence of parkinsonian motor features (Wirdefeldt et al. (2011)).

Neurologists analyse the medical history, conduct neurological examination, brain imaging, movement

examination and evaluate the state of the patient over time. With all of the above in mind, it can be

concluded that the diagnosis of IPD is observational, a high level of expertise is then required to perform

an early and correct diagnosis.

Different authors have proposed different diagnostic criteria for the diagnosis of IPD. The first set of

criteria was proposed by Hoehn and Yahr in 1967 (Hoehn and Yahr (1967)). Hoehn and Yahr proposed

that IPD is present when two or more of the following symptoms are displayed: rigidity, postural instability,

resting tremor, and hypokinesia. The authors also proposed a scale that summarizes the progression of

Parkinsonism symptoms. Table 1 describes the Hoehn and Yahr scale.

Another common diagnostic criteria are proposed by the UK Parkinson’s Disease Society Brain Bank.

The proposed diagnostic criteria suggest that IPD must be assigned when bradykinesia is present alongside

one of the following symptoms: rigidity, resting tremor and postural instability (Hughes et al. (1992)).
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Table 1: Hoehn and Yahr scale

Stage Hoehn and Yahr Scale
1 Unilateral involvement only usually with minimal or no functional disability
2 Bilateral or midline involvement without impairment of balance
3 Bilateral disease: mild to moderate disability with impaired postural reflexes; physically inde-

pendent
4 Severe disability, still able to walk or stand unassisted
5 Confinement to bed or wheelchair unless aided

According to Berg et al., there is an urgent need to formulate new criteria for the diagnosis of IPD.

New strategies and approaches are currently under investigation to design new criteria that make use of

the knowledge that has been obtained in the last years of research. The focus of the new criteria should

be to assist in the early and correct diagnosis of IPD (Kalia and Lang (2015), Berg et al. (2013)).

Idiopathic Parkinson’s disease is often confused with other atypical parkinsonian disorders. One of

the disorders that is mostly confused with IPD is Vascular Parkinsonism (VaP), particularly at early stages.

A definitive diagnosis of IPD requires post-mortem examination (Lehosit and Leslie J. (2015))

2.1.4 Treatment

Currently, there is no way to stop or reverse the progression of IPD, the available therapies are only

able to manage the disease symptoms. The treatment plan consists of managing the disease symptoms

in order to improve the quality of life (QOL) of patients (Lehosit and Leslie J. (2015)).

In 1961, Birkmayer and Hornykiewicz discovered that patients with IPD suffered from a lack of dopamine

in the brain, this led to the development of a therapy that is based on the replacement of the lost dopamine.

Since dopamine can’t cross the blood-brain barrier the medication that is given to patients is levodopa (L-

Dopa). Levodopa is a precursor of dopamine that is capable of crossing the blood-brain barrier, being then

converted into dopamine. This medication is still the gold standard for treating IPD (Lehosit and Leslie J.

(2015)).

With disease progression, the brain’s storage capacities for dopamine and L-Dopa declines. Since

L-Dopa has a short plasma half-life the minor storage capacity leads to a pulsating plasma profile, which
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raises the following problem, after taking L-Dopa for a few years the medication effect might only last for a

few hours which results in a series of motor fluctuations and an excess of movement (dyskinesia) (Oertel

(2017)).

To improve the treatment and mitigate the negative L-Dopa outcomes that the patient might expe-

rience other medications can be administered before or in combination with L-Dopa. Levodopa can be

administered with inhibitors that degrade the enzyme monoamine oxidase B (MAO-B) (this enzyme is re-

sponsible for the breakdown of L-Dopa) if the activity of this enzyme is inhibited the levels of L-Dopa in the

brain will increase. Another medication that can be used is peripheral inhibitors that degrade the enzyme

catechol-O-methyltransferase (COMT), this enzyme also degrades dopamine. A different solution that can

be adopted initially, while the motor symptoms are not too severe, is the use of dopamine agonists. These

are similar to dopamine and stimulate the dopamine receptors in the brain. The use of these agonists

help to delay the intake of L-Dopa (Oertel (2017)).

A more advanced option is to provide a nearly constant supply of L-Dopa to the blood, this can be

achieved with an external pump connected to the small intestine (Oertel (2017)).

When medication is no longer capable of improving symptoms and the patient is being extremely

impacted by the disease the treatment approach currently available is to perform surgery, more specifically,

deep brain stimulation (DBS). These approaches are based on the implementation of electrodes in the

brain, more specifically in the globus pallidus internal and subthalamic nucleus, to allow the reduction of

IPD symptoms (Perera and Thevathasan (2014), Oertel (2017)). This procedure allows the decrease of

medication which reduces the adverse effects that can occur when the patient is subjected to long term

medication.

Surgical procedures are usually delayed 10 to 15 years after the diagnosis of IPD. However, a study

conducted by Schuepbach et al. (2013) investigated the results of performing deep brain stimulation

earlier in the disease course. The results show that surgery treatment was superior to classical medical

therapy. This study might impact the current therapy approach of IPD.
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2.2 Vascular Parkinsonism

Vascular Parkinsonism (VaP) was first described in 1929 as a syndrome of arteriosclerotic parkin-

sonism. The symptoms described by Critchley in 1929 were motor complications in elderly hypertensive

people (Critchley (1929)). At the time this syndrome was rejected by various neurologists, it was argued

that the vascular incidents seen in some IPD patients were random, but with the evolution of radiology

white matter lesions were identified in patients with parkinsonism which supported the concept of VaP

(Fitzgerald and Jankovic (1989)). These discoveries lead to the conclusion that VaP is a distinct clinical

entity that is different from IPD in more than one aspect (Demirkiran et al. (2001), Foltynie et al. (2002)).

It is estimated that VaP accounts for 12% of all cases of Parkinsonism (Thanvi et al. (2005)) and, according

to a study conducted by Colosimo et al. (2010), VaP is the second most common type of parkinsonism

following IPD.

Currently, IPD and VaP are distinct entities being the most critical task and main difficulty the differ-

entiation between these two diseases upon diagnosis (Gupta and Kuruvilla (2011)).

2.2.1 Characteristics

Vascular Parkinsonism results from multiple infarcts in the brain that cause lesions, mostly in the basal

ganglia and/or subcortical white matter (Sibon et al. (2004)). This disorder is characterized by lower body

parkinsonism with a rapid and abrupt onset and rapid impairment of gait and postural instability (Lehosit

and Leslie J. (2015)). The main distinctive feature of VaP is the severity of early postural instability and gait

disturbance, VaP gait patterns are characterized by shuffling gait and it may also exhibit freezing of gait,

even at early stages (Zijlmans et al. (2004)). Response to levodopa treatment is non existent or poor when

compared to IPD (Thanvi et al. (2005)). Cognitive impairment is generally higher in VaP patients than in

IPD patients, this might occur because VaP results from inadequate blood supply to the brain leading to

greater white and gray matter lesions. Vascular risk factors, like hypertension and history of stroke, are

commonly present in VaP patients.
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The occurrence of cerebral infarcts is most frequent in VaP patients than in normal subjects or IPD

patients (Winikates and Jankovic (1999)). A study that investigated the clinical history of strokes of 69

VaP patients and 277 IPD patients concluded that stroke events were present in 43.5% of VaP patients

compared to only 2.9% in IPD patients and multiple strokes where only present in VaP patients (Winikates

and Jankovic (1999)). Findings of neuroimaging of VaP patients include diffuse subcortical white matter

or gray matter lesions, particularly in the basal ganglia area. However, it is important to note that these

cerebrovascular lesions are also commonly seen on neuroimaging of elderly individuals, therefore these

appearances are not limited to cases of VaP (Lehosit and Leslie J. (2015)).

Non-motor VaP symptoms include gastrointestinal complications, urinary complications, apathy, res-

piratory disorders, and skin disorders. The three most common non-motor symptoms are fatigue, atten-

tion/memory impairment and psychiatric disorders (Colosimo et al. (2010)).

2.2.2 Risk Factors

As discussed, the underlying cause of VaP is vascular disease so the risk factors of VaP are similar

to those of vascular disease. The most common vascular risks are diabetes mellitus and hypertension

(Thanvi et al. (2005)). Hypertension was initially described in 1929 by Critchley but it was only recently

concluded as an important risk factor of VaP. The connection between parkinsonism and other vascular

risk factors such as smoking, high cholesterol, obesity, and cardiac disease has been studied recently.

Studies concluded that cognitive and gait impairments are associated with the previously enumerated

vascular risk factors (Pilotto et al. (2016), Malek et al. (2016)).

Various studies have provide evidences that VaP incidents increase with age, VaP patients usually

display an older age onset than IPD patients (Demirkiran et al. (2001), Winikates and Jankovic (1999)).

Vascular risk factors and a history of strokes are also more prevalent in VaP than in IPD patients (Demirkiran

et al. (2001); Rektor et al. (2018); Winikates and Jankovic (1999)).

The presence of anticardiolipin antibodies and antiphospholipid antibodies has been associated with

VaP (Huang et al. (2002)). These antibodies can affect the regulation of blood clotting, increasing the risk

of blood cloth which increases the risk of stroke.
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2.2.3 Diagnosis

Currently, there is no specific test/exam that can be performed to diagnose VaP. The neurologist, sim-

ilar to the IPD procedure, needs to conduct a series of neurological examinations and analyse the patients’

medical history to perform a diagnose. The evolution of radiology examination has allowed the conduction

of Computerized Tomography (CT), Magnetic Resonance Imaging (MRI) and Dopamine Transporter Single

Photon Emission Computed Tomography (DAT-SPECT). These exams support the diagnosis of VaP (Gupta

and Kuruvilla (2011)). However, the diagnosis is still difficult since the found vascular lesions may also be

present in radiological examinations of IPD patients (Lehosit and Leslie J. (2015)).

In 2004, Zijlmans et al. were the first to propose clinical criteria for the diagnosis of VaP. The criteria

were based on the following three steps:

1. The patient had to display bradykinesia and at least one of the following: rest tremor, muscular

rigidity or postural instability.

2. The patient needed to display cerebrovascular disease, this needs to be supported by brain imaging

or the presence of symptoms that are consistent with stroke.

3. The relationship between parkinsonism and cerebrovascular disease aligned with one of the follow-

ing: (1) an acute or delayed progressive onset; (2) an insidious onset of parkinsonism with extensive

white matter lesions, and the presence of early shuffling gait or early cognitive dysfunction.

However, these criteria have not yet been validated on a large number of patients (Gupta and Kuruvilla

(2011)).

As stated, the main problem when performing the diagnosis of VaP and IPD is the differentiation

between these two disorders. In the last Section of this Chapter (Section 2.2.5) a closer analysis of the

methods used to differentiate these diseases is presented.
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2.2.4 Treatment

Since VaP is related to cerebrovascular complications vascular risk factors like hypertension, diabetes

mellitus and smoking should be controlled. The treatment should also be directed at the prevention of

stroke, this is an effort to stall the disease progression (Thanvi et al. (2005)).

The only treatment currently available that improves the parkinsonism symptoms is L-DOPA. However,

the response to L-Dopa is usually poor, this may happen because lesions in VaP are mostly located in the

basal ganglia and not in the nigrostriatal pathway (Gupta and Kuruvilla (2011)). A study showed that when

the VaP patient has complications in the nigrostriatal pathway (one of the four dopaminergic pathways)

the response to L-Dopa is usually positive (Zijlmans et al. (2004)). In 2017, Miguel-Puga et al. performed

a systematic review of the response rate of L-Dopa. This study concluded that the L-Dopa response rate

in VaP patients was of 30.4% (95% confidence interval of 23% to 38.8%). It was also concluded that the

odds for a good response to levodopa in VaP increases by 15.5% when the lesions are in the nigrostriatal

pathway. Despite the low response rate it is recommended that every VaP patient must be administered

with L-Dopa for at least 3 months to conclude the response level (Miguel-Puga et al. (2017), Gupta and

Kuruvilla (2011)). The use of dopamine agonists should not be an option because VaP patients are more

susceptible to their side effects. Deep brain stimulation is also not an option for the treatment of VaP

(Gupta and Kuruvilla (2011)).

A study has also been conducted to assess the potential of drainage of cerebrospinal fluid (CSF) via

lumbar puncture (LP) (Ondo et al. (2002)). This study conducted the procedure on 40 patients and

concluded that 15 VaP patients had a significant gait improvement after the procedure, 12 had no effect

and 13 had mild improvement. This is a promising treatment approach that needs further investigation.

The assistance of VaP patients through behavior therapy is also very important because patients’ gait

might be limited by the fear of falling (Thanvi et al. (2005)).
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2.2.5 Differential diagnosis

According to Gupta and Kuruvilla, the most important task when diagnosing VaP and IPD is the dif-

ferentiation between these disorders, due to prognostic and therapeutic implications (Gupta and Kuruvilla

(2011)). The differential diagnosis between IPD and VaP can be extremely difficult because these diseases,

especially at early stages, present highly variable and overlapping phenotypes (Ali and Morris (2015)). Ad-

ditionally, there is no specific procedure or diagnostic exam that can be performed to detect these diseases.

Diagnosis is based on medical history, neurological examination, brain imaging, movement examination

and proper accompaniment of the patient. Since the diagnosis is observational a high level of expertise

is necessary to perform an early and correct diagnosis. An early and correct diagnosis of these diseases

is extremely important because of the following reasons: treatment approaches differ according to the

disease; disease progression also varies which may lead to an unexpected prognostic; neuroprotective

interventions depend on early diagnosis to significantly lead to better long term outcomes (Lehosit and

Leslie J. (2015)).

The most evident traits of VaP that differentiate it from IPD are the early postural instability and falls,

gait instability with shuffling steps, a variable stride length, absence of festination (involuntary quickening

of gait), presence of pyramidal signs (loss of reflexes), and early cognitive impact. When the patient

presents traits that point to VaP these can be supported by neuroimaging that shows white matter lesions

and/or strategic subcortical infarcts. It is possible that IPD and VaP symptoms can overlap but the primary

pathological findings in VaP should be different than the diagnostic criteria of IPD. For example, VaP patients

rarely show a loss of neurons in the substantia nigra, on the contrary, IPD patients show a significant loss

of neurons in this region. (Lehosit and Leslie J. (2015), Thanvi et al. (2005), Gupta and Kuruvilla (2011),

Zijlmans et al. (2004)).

Lately, there has been an increased interest in gait assessment for the diagnosis of IPD. Growing

evidence shows that gait assessment can be a powerful biomarker in the diagnosis and management

of patients with Parkinsonism related disorders (Lord et al. (2013), Kubota et al. (2016)). Contrarily to

neuroimaging, gait patterns can be measured easily, quickly, and at low cost using non-invasive technology

like wearable sensors. Gait disturbance is the first symptom in 90% of the cases of VaP patients (Fitzgerald
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and Jankovic (1989)). Studies have also shown that stride length in VaP gait is usually short, the velocity

is slower when comparing to IPD, and VaP patients have a tendency to present a characteristic shuffling

gait (Winikates and Jankovic (1999), Bäzner et al. (2000)).

Recently, various studies have used gait assessment to differentiate between IPD and controls, these

studies achieved promising results. The methods used by these studies were mainly the following, Support

Vector Machines (SVM), Random Forest (RF) and Artificial Neural Networks (ANN) (Md. Tahir and Manap

(2012), Nancy Jane et al. (2016), Rovini et al. (2018), Alam et al. (2017)). In late 2018, the first effort to

differentiate between IPD and VaP using gait assessment and Artificial Neural Networks (ANN) has been

made with the first results of this dissertation (Fernandes et al. (2018)). This initial study has shown that

gait has the potential to be a powerful biomarker when differentiating between IPD and VaP.

Different brain exams like Positron emission tomography (PET) and DAT-SPECT have been proven as

great complements along side MRI for the diagnosis of IPD and VaP. Findings of these scans can support

the diagnosis since lesions are much more frequent in VaP patients (Gupta and Kuruvilla (2011), Heiss

and Würker (1999)).

In 2001 Korten et al. investigated the prevalence of stroke in IPD, it was concluded that the history of

strokes in IPD is lower than in controls. This study hypothesized that the probability of stroke decreases

with the level of dopamine in the brain (Korten et al. (2001)). However, another study has shown that the

risk of stroke is higher in IPD patients than controls (Jellinger (2003)).

In the following Table a summary of three studies that analysed neuroimaging of VaP and IPD patients

is presented.
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Table 2: Brain imaging studies comparing the presence of lesions in VaP and IPD patients

Study Group Size Normal vs. Abnormal
Findings

Location Affected Zones

Rampello et al. 32 IPD Patients, 45
VaP Patients

75% of IPD patients present
a normal scan while 0% of
VaP patients present a nor-
mal scan.

88% of VaP patients and 7% of
IPD patients show white matter
lesions. 38% of VaP patients and
7% of IPD patients present le-
sions of the basal ganglia.

Demirkiran et al. 50 IPD Patients, 16
VaP Patients

70% of IPD patients present
a normal scan while 0% of
VaP patients present a nor-
mal scan.

87.5% of VaP patients and 16%
of IPD patients show white mat-
ter lesions. 37.5% of VaP patients
and 8% of IPD patients present le-
sions of the basal ganglia.

Winikates and
Jankovic

175 IPD Patients, 69
VaP Patients

57.1% of IPD patients present
a normal scan while 0% of
VaP patients present a nor-
mal scan

95.7% of VaP patients and 22.3%
of IPD patients present ischaemic
lesions. 75.4% of VaP patients
and 16% of IPD patients show
white matter lesions. 44.9% of
VaP patients and 4.6% of IPD pa-
tients present lesions of the basal
ganglia.
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2.3 Fabry Disease

2.3.1 Characteristics

Fabry disease is an X-linked lysosomal storage disorder caused by deficient or absent activity of the en-

zyme α-galactosidase A (α-Gal A) due to a variety of gene mutations, particularly the GLA gene. Reduced

or absent activity of this enzyme leads to the progressive accumulation of glycosphingolipids, primar-

ily globotriaosylceramide (Gb3), in cells and organs throughout the body, leading to malfunction of the

different body systems and ultimately to premature death around 50 years old due to renal, cardiac or

cerebrovascular complications (Giugliani et al. (2016)).

Since this disease is an X-linked disorder (the GLA gene is located on the X chromosome) previously

it was thought that FD only impacted males, but the Fabry Outcome Survey (FOS) has confirmed that

females are not only carriers of FD but also similarly affected (Mehta et al. (2004)). The classic FD

phenotype is estimated to be present in 1 out of 37 104 male newborns according to a study conducted

with Italian newborns (Spada et al. (2006)), a study conducted with Japanese newborns concluded that

this phenotype is present in 1 out of 7057 newborns (Inoue et al. (2013)). Additionally, 1 out of 4600

Italian male newborns and 1 out of 3024 Japanese newborns presented low α-Gal A activity and tested

positive for ”atypical” FD mutations that might lead to the development of FD.

In 2009 Mehta et al., conducted a study to understand the main death causes of FD patients. This

study concluded that after 2001 cardiac disease was the main cause of premature death of FD patients

both in patients who had and had not received enzyme replacement therapy (ERT), the most common

cardiac symptom that these patients displayed was left ventricular hypertrophy (LVH). These patients also

displayed other symptoms alongside cardiac manifestations, being the most common proteinuria, stroke

and transient ischemic attacks (TIA) (also known as mini-strokes). Before 2001 the main death cause of

FD patients was renal failure. These results indicated that the importance of renal disease is decreasing,

this may be because ERT (became only available after 2001) was able to stabilize renal complications.

Contrarily the importance of cardiac disease has been increasing, most mortality cases of FD patients seem
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to result from the progression of cardiac manifestations. Recently, in 2018, a study conducted by Brito

et al. based on data extracted from the Portuguese Registry of Hypertrophic Cardiomyopathy (Cardim et al.

(2018)) focused on bringing awareness of FD to cardiologists (Brito et al. (2018)). Cardiac involvement in

FD is frequent and sometimes the only severe manifestation of this disease, so cardiologists need to be

aware of the possibility of FD because the early initiation of ERT may improve and can even change the

course of the disease. According to Linhart et al. (2007), the mean age onset of cardiac manifestations

in FD patients is 31.5 and 39.9 years old, in males and females, respectively. This study was conducted

on 714 FD patients where the most common cardiac manifestation was LVH, other manifestations include

myocardial fibrosis, palpitations, arrhythmia, and dyspnea. There were no patients with exclusively cardiac

manifestations and the frequency of cardiac symptoms was similar in both men and women, however, men

displayed an earlier age of onset. Left ventricular hypertrophy was correlated with age, gender, and renal

function. The presence of LVH was also associated with a higher frequency of other cardiac manifestations,

89% of patients with LVH displayed other cardiac symptoms. Linhart et al. hypothesised that these other

cardiac symptoms may have led to the develop of LVH (Linhart et al. (2007)).

The most frequent symptoms of FD are neurologic, being the most common neuropathic pain and acro-

paresthesia, the most devastating neurologic consequence of FD is stroke, which occurs more frequently

in FD patients than in healthy subjects, and is normally seen alongside cardiovascular manifestations like

LVH and hypertension (Giugliani et al. (2016), Rolfs et al. (2005)). Various studies have also shown that

glycosphingolipid storage also occurs in neurons of brain regions affected in neurodegenerative diseases

such as the substantia nigra (de Veber et al. (1992), Kaye et al. (1988)). More than 50% of FD patients

show an abnormal MRI scan, all patients with an abnormal scan show white matter lesions and 32% of

patients with abnormal scan show subcortical gray matter lesions. A direct correlation between age and

white matter lesions was also found, the number of lesions and severity increased with age (Ginsberg

et al. (2006)). Unfortunately, ERT does not seem to reduce the risk of stroke in FD patients (Giugliani

et al. (2016)). A study conducted on 167 subjects (110 FD patients and 57 age-matched controls) by

Lohle et al. (2015) concluded that FD patients displayed a slower gait, transfer speed, poorer fine man-

ual dexterity, and lower hand speed. These motor symptoms were related to cerebrovascular disease and

were significantly correlated with disease severity and were similarly displayed by male and female patients

(Lohle et al. (2015)).
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2.3.2 Risk Factors

As mentioned before, FD is an X-linked lysosomal storage disorder, this means that the GLA gene

whose mutations cause FD is located on the X chromosome.

The human being has 23 pairs of chromosomes, the 23rd pair is composed of two copies of the X

chromosome or one X and one Y chromosomes depending on the gender of an individual. Males have

one X chromosome and one Y chromosome while females have two X chromosomes. Fabry disease can

be inherited, a male FD patient is always going to pass his affected X chromosome to his daughter. If a

male FD patient has a son the X chromosome is not passed, the Y chromosome is passed instead, which

is not a problem. A female FD patient has a 50% chance of passing her affected X chromosome to her

son or daughter (Foundation (2019)).

Mutations of the GLA gene can also occur naturally leading to FD. Since female patients have two X

chromosomes the disease onset might be delayed when compared to male patients. However, various

studies have concluded that females are also severely impacted by this disease even though symptoms

onset is usually delayed (Wilcox et al. (2008)).

2.3.3 Diagnosis

Due to rare occurrence and symptom variability, this disease is frequently misdiagnosed. According

to Giugliani et al. (2016) the delay from onset to a correct diagnosis is 13.7 and 16.3 years, in male and

female patients, respectively (Giugliani et al. (2016)). The early and correct diagnose of this disease is

imperative, various studies have shown the importance of starting enzyme replacement therapy (ERT) as

early as possible since serious complications are unlikely to develop when ERT is initiated before organ

malfunction (Mehta et al. (2009, 2004); Shah and Elliott (2005)).

Since the most common manifestation of FD is neurologic a study conducted by Rolfs et al. (2005) on

721 subjects tried to determine the frequency of unrecognized FD in a cohort of cryptogenic stroke (stroke

of unknown origin) patients. The results show that 28 (4%) of the 721 cases of stroke were undiagnosed

FD patients. This study concludes that FD is very common in subjects who have suffered unexplained

21



CHAPTER 2. NEURODEGENERATIVE AND GENETIC DISEASES

strokes and that FD must be considered as the underlying cause in all cases of unexplained strokes in

young subjects (between 18 and 55 years old) (Rolfs et al. (2005)).

2.3.4 Treatment

Until 2001, the treatment of FD was limited to the management of symptoms, medication that would

manage or alleviate the various manifestations was the only treatment available. In 2001 enzyme replace-

ment therapy (ERT) became available, agalsidase alpha and agalsidase beta are the two ERT procedures

currently performed. The administration of these enzymes results in the reduction of glycosphingolipids in

various organs. This procedure is currently the gold standard and it has demonstrated safety and good re-

sults in various studies. The treatment is able to achieve the best results with early initiation, this is before

organs are critically affected. One major downside of this treatment is the cost, annually this treatment

costs around 140 000 euros (Thadhani and Pastores, (2002)).

A study conducted in 2009 by Mehta et al. analysed a 5-year treatment based on ERT on 181 FD pa-

tients. The results of patients with cardiac hypertrophy were positive, reduction of the left ventricular mass

(LVM) index and increment of the midwall fractional shortening (MFS) were observed. The LVM index and

MFS of patients without hypertrophy remained stable in more than 90% of the patients. Other symptoms of

FD were present in greater proportion in patients with LVH, this means that LVH is an important symptom

of FD and is associated with other clinical events of FD disease. Renal function also improved in more

than 50% of patients. This study also concluded that the treatment of patients with advanced cardiac and

renal involvement was not optimal and that these conditions were not reversed by ERT. The treatment of

pre-existing cerebrovascular disease also had little success. The study concludes that an early diagnosis

is crucial for successfully treat FD (Mehta et al. (2009)).

Another study analysed the outcomes of a 10-year treatment of 45 adults suffering from FD with heart

manifestations. This study showed that ERT was able to improve heart failure, stabilize or improve angina

scores, there was no development of LVH in patients without LVH at the time of treatment initiation and

there was improvement of LVH in patients with LVH at the time of treatment initiation (Kampmann et al.

(2015)). Another study of 33 Spanish patients with FD also showed that ERT was able to stabilize LVH
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(Rivera Gallego et al. (2006)). These studies show that ERT has long term positive benefits and is capable

of improving or stabilizing cardiac manifestations. However, there is a real need to develop new kinds of

treatment for FD, particularly treatments that are capable of stabilizing neurological manifestations (Mehta

et al., (2009)).

2.4 Fabry Disease and Parkinsonism

As stated in Section 2.1, Parkinsonism has been previously associated with GBA mutations. These

mutations cause Gaucher disease (GD), which is a disease that also results from the diminished activity of

enzymatic activity, more specifically the glucocerebrosidase enzyme (Neumann et al. (2009)). Additionally,

recent studies have also hypothesized a link between Parkinsonism and FD (Lohle et al. (2015); Wise et al.

(2018); Wu et al. (2008)).

Fabry disease, as stated before, results due to GLA mutations which lead to diminished or absent

activity of the enzyme α-Gal A. In 2008, a study conducted by Wu et al. showed that the activity of α-Gal A

enzyme is lower in IPD patients than in controls, this study hypothesised that the decreased activity of this

enzyme may impair the functions of the autophagic-lysosomal system which may lead to the aggregation

process of α-synuclein, being this protein linked genetically to IPD (Wu et al. (2008)).

As also mentioned before, in 2015 Lohle et al. examined 110 FD patients and 57 match age healthy

subjects, this study found that subjects with GLA mutations display symptoms of bradykinesia, slower gait,

slower hand speed, and postural instability. However, these FD patients did not reveal significant cogni-

tive deficiencies, hyposmia, REM sleep behavior or parkinsonian motor features that commonly precede

neurodegenerative disorders like IPD. The study hypothesises that the storage of glycosphingolipids in the

brain and the disruption of the autophagy-lysosomal pathway, which is responsible for digesting long-lived

proteins, leads to a distinct phenotype with mild motor impairment and nonmotor symptoms such as

depression and pain. The study also states that the contribution of FD to the development of neurode-

generative disorders should not be ruled out and that further research should be conducted (Lohle et al.

(2015)). There have also been case reports describing FD patients that display parkinsonism symptoms
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with a positive response to L-Dopa treatment (Buechner et al. (2006), Borsini et al. (2002)).

The most recent study connecting FD and Parkinsonism was conducted by Wise et al. (2018), this

study pointed out that individuals with GLA mutations might be more susceptible to the development of

Parkinsonism, it also points out that since strokes are common in FD patients these incidents may lead to

the development of VaP, but further research is also required. The life expectancy of FD patients has lately

been increasing due to ERT, so Wise et al. also hypothesizes that a link between Parkinsonism and FD was

not uncovered in the past because FD patients were not able to live long enough to develop Parkinsonism

(Wise et al. (2018)).
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Chapter 3

Theoretical background

The big data era is upon us, every second almost 10 hours of video are uploaded to youtube (Hale

(2019)), there are more than 1 billion websites (Deyan (2019)), and so on. This flood of data calls for

methods that differ from traditional computing, the problem with traditional computing is that it suffers

from a major limitation - human intelligence and ability to reason. Traditional computing requires the need

to explain to the computer how a certain task is performed, to achieve this, a programmer needs to know

how to perform the task so that it can explicitly code a series of steps that allow the computer to perform

the specific task. The need to explain step by step to a computer how a task is performed is a serious

limitation. To unlock their full potential computers must be able to accomplish tasks that humans can’t

explain explicitly. An example of such a task is recognizing pictures of different animals. It is extremely

hard or even impossible to develop an algorithm that explicitly explains to a computer how to differentiate

between a leopard, a tiger, a cheetah, and a jaguar. To solve this limitation of traditional computing a new

field was developed, this field is Machine Learning (ML).

3.1 Machine Learning

According to Murphy (2012), machine learning provides a set of methods that are able to automatically

detect patterns in data, these uncovered patterns are used to predict future data or to perform other kinds of
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decision making (Murphy (2012)). Going back to the example of differentiating animals, the ML approach

to solving this problem is to provide the computer with example pictures of the different animals and

an ML method that detects patterns in data, the ML method might be Support Vector Machine (SVM),

Convolutional Neural Network (CNN), among others. This technique of learning with labeled data is called

supervised learning, there are two other main types of learning techniques, these are unsupervised learning

and reinforcement learning. These learning techniques, still according to Murphy (2012), can be defined

as follows.

Supervised learning is the task of learning from labeled training data, the goal is to learn the

mapping from the inputs x to the outputs y, that is y = f(x), so that predictions can be made on future

data. When the output y is categorical the task is known as classification when y is real-valued the task

is known as regression.

Unsupervised learning is, contrarily to supervised learning, the task of learning from unlabelled

training data. The goal is to find patterns/correlations in data to obtain more knowledge. The most

common unsupervised learning tasks are clustering and dimensionality reduction.

Lastly, reinforcement learning is the task of learning what actions to take based on reward and

penalty signals. The system must learn by itself the strategy that gets the most amount of rewards. For

example, this type of learning is implemented by robots to learn how to walk. Another recent and extremely

good example of the power of reinforcement learning is the AlphaGo project by DeepMind’s (Silver et al.

(2017)).

Supervised learning and unsupervised learning are the two learning techniques that will be imple-

mented in this work, as stated these techniques address different tasks, the most common can be cate-

gorized as classification, regression, clustering and dimensionality reduction.

In classification problems the output y is divided into multiple classes (two or more), such that

y ∈ {0, ..., C}, where C is the number of classes. A classification problem can be binary (C = 2)

or multiclass (C > 2). A simple example of a classification problem is email spam filtering, the output

classes are spam (y = 1) or not spam (y = 0), the input is a representation of the email text and the

goal is to classify the email into spam or not spam depending on the input.

A regression problem is also a supervised learning task, the output y of these problems is continu-

ous, that is y ∈ R. The goal of regression is to learn from data and then predict a real value for each input.
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A simple example is predicting the stock price of the following day given the current market conditions.

Clustering is an unsupervised learning task, clustering techniques detect patterns in the input fea-

tures with the goal of dividing the inputs into different subsets or groups, each input is given a specific

group by the clustering method. The input samples within a cluster (group) are similar to one another and

dissimilar to the samples of the other clusters. The concept of similarity is defined in terms of a distance

function, for example, the euclidean distance. A simple example of a clustering problem is using social

media data to identify communities within a city.

Dimensionality reduction is another common unsupervised learning task that tries to combine

the input data and project it to a lower-dimensional subspace while capturing the structure of the data.

Reducing the number of features may turn an intractable problem into a tractable one because, most of

the time, there are input features that are redundant or irrelevant (just noise) to the problem being tackled.

The goal is to select the features that describe most of the variability. Dimensionality reduction is often

used to reduce the representation of data before supervised methods to improve development costs and

improve convergence. Note that dimensionality reduction can also be considered a supervised learning

task, this happens when the output is also used to select the most important features.

Clustering and dimensionality reduction techniques are often used for data mining purposes. Data

mining, according to Han et al. (2011), focus on discovering relevant properties and patterns in data.

Currently, enormous amounts of data are collected every day which creates a need for powerful and

versatile tools that automatically uncover valuable information from the tremendous amount of data that

is being collected. Data mining is a recent field that tries to provide tools to effectively transform vast

amounts of data into organized knowledge (Han et al. (2011)).

Machine learning and data mining are often confused and used interchangeably, but these are two

different fields that are used together to achieve better results. Data mining focus on extracting valuable

insights from data. Machine learning main focus is the development of algorithms that are able to learn and

make predictions without explicitly being told what steps to take. So machine learning uses data mining

to provide meaningful data to learning algorithms and data mining uses machine learning methods like

clustering to detect patterns in data. Data mining ultimately is a recent field whose dedication is retrieving

knowledge from data (Han et al. (2011); Murphy (2012)).
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3.2 Dimensionality reduction

Dimensionality reduction refers to a group of methods that can be applied to a dataset to reduce the

number of input features while maintaining the relevant properties of the data. Whether it is a clustering,

classification or regression task the input data must contain critical information about the problem we

are trying to solve. However, the complexity and the high number of features of a dataset impact the

computational cost of the learning algorithm and its performance. The ideal is to only use the features

that are relevant to the problem at hand, but most of the time it is not possible to know a priori which input

features are the most important, so having a separated preprocessing step (dimensionality reduction)

before clustering, classification or regression tasks is of extreme importance for the following reasons

(Alpaydin (2010), Mohri et al. (2012)):

• The complexity of learning algorithms is dependent on the number of input features and the sample

size. The reduction of the data dimensionality improves memory consumption and computation

cost which facilitates subsequent data operations.

• If an input feature is irrelevant it must be removed, this will improve the performance of learning

algorithms and reduce the problem complexity.

• Low dimensionality usually leads to more robust and simpler models. These simpler models are

less sparse because they are not modeling outliers and noise that may lead to over-fitting.

• The underlying process of a problem is easier to understand if explained with fewer features, this

allows for greater knowledge extraction.

• Data visualization can be achieved if the data dimensionality can be successfully reduced to two or

three dimensions, this improves exploratory analysis.

The ultimate goal of dimensionality reduction, as the name suggests, is to reduce the data dimen-

sionality without losing relevant information. There are two main procedures for achieving dimensionality

reduction, these are feature selection and feature extraction.
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3.2.1 Feature selection

Feature selection seeks to reduce the data dimensionality by selecting k of the d features that are

most important to the problem being tackled, the features that were not selected are removed and not

used in subsequent operations. The goal is to find a subset of the original features that best explains the

underlying pattern of the data. This technique is most useful when the data is composed of features that are

redundant and irrelevant, these features can then be eliminated achieving the end goal of dimensionality

reduction. It is important to note the difference between irrelevant and redundant features, a redundant

feature is one that can be relevant but is strongly correlated with another relevant feature, an irrelevant

feature is just random noise that does not contain any information about the data pattern (Alpaydin (2010),

Zareapoor and K. R (2015)).

3.2.2 Feature extraction

Feature extraction does not seek the subset of features that best explain the data, this approach

instead focuses on creating a new set of features that are a function/combination of the original features,

the result is a more compact feature space. The original features are all used to create the new feature

space (Alpaydin (2010)).

Both feature selection and feature extraction methods share the same goals of reducing the dimen-

sionality of the feature space. Feature extraction techniques are most useful when individual features are

not very discriminative of the data, instead, valuable information and patterns might be recognized when

the features are combined (Alpaydin (2010)).

Feature extraction methods are mainly unsupervised, the most common and widely used are Principal

Components Analysis (PCA) and autoencoders. An autoencoder is an artificial neural network architecture

that is divided into two stages, an encoding stage and a decoding stage. The encoding stage converts the

input data into a lower space while preserving critical information. The decoding stage takes the output of

the encoding stage and converts it into a representation very similar to the original data. An autoencoder

is basically trained to generate the input data from a lower-dimensional space (it tries to copy its input
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to its output), this is called a generative model. In this process the autoencoder learns to preserve as

much information as possible, the output of the encoding stage can then be used as a lower-dimensional

representation of the original data. Principal Components Analysis (PCA) is the most common approach to

dimensionality reduction. To reduce the number of features PCA learns a lower dimension representation

of the input data, more specifically it learns an orthogonal, linear transformation of the original features

whose result is a new set of features, smaller than the original, that capture the relevant structure of the

data (Murphy (2012), Goodfellow et al. (2016)).

A detailed explanation of the dimensionality reduction methods used in this work is presented in

Chapter 5.

3.3 Machine Learning applied to medicine

To better understand the current context of this work and the current research in the medical field

related to IPD, VaP, FD and other neurodegenerative disorders several studies and research papers, that

make use of the machine learning algorithms applied in this dissertation for the solution of several medical

tasks, will now be referred and analysed.

Machine learning applied to the medical space is a big field, so it is not possible to conduct analyses

over all the studies conducted in this space. A selection of the studies and papers that are most relevant

to the current dissertation are presented next. The analyses of the researches are organized by the used

machine learning algorithm.

3.3.1 Multiple Layer Perceptron

In 2010 a study conducted by Joshi et al. (2010) strived to distinguish between IPD and Alzheimer’s

disease based on the most influencing risk factors of these diseases. Data from 487 patients of which 60%

suffered from AD and 40% from IPD was collected. The data was preprocessed and feature selection was
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performed. The methods used for feature selection were chi-square, gini impurity, relief attribute selection,

among others. The identified risk factors were age, diabetes mellitus, heart disease, hypertension, smok-

ing, low-density lipoprotein, alcohol, body mass index (BMI) and genetic factors. After feature selection, the

risk factors with the strongest association were age, genes, diabetes, smoking, and stroke. The selected

data was then fed to various machine learning classifiers. The classifiers used were Random Forest (RF),

Radial Basis Function Network (RBFN) and Multiple layer Perceptron (MLP). The learning algorithms that

obtained the best classification results were the MLPs and the RFs, both achieved an accuracy of 99.25%.

A study conducted by Manap et al. (2011) attached to the participant’s body 37 reflective markers

that were traced using 6 infra-red cameras to collect gait, kinematic, and kinetic features from 12 IPD

patients and 20 healthy subjects. The subjects were asked to walk at a self-selected speed on two embed-

ded force plates while the infra-red cameras were collecting information. The walking task was conducted

three times, and the best trial was selected.

The values of the ground reaction force were normalized according to the participants’ weight. Feature

selection was performed using statistical methods (independent t-test and Pearson correlation coefficient

test), the significant level was p < 0.05. The implemented machine learning algorithm was an MLP, the

number of epochs was 500, and the activation function of the hidden layer and the output layer were the

hyperbolic tangent and the sigmoid functions, respectively.

The performance was estimated using a 4-fold cross-validation method. The task was to classify the

individuals as IPD patients or healthy subjects. The features selected using the statistical methods were

step length, speed, the maximum extension of hip angle, and vertical minimum mid stance force. With

these 4 features as input, the MLP was able to obtain an accuracy rate of 95.63%. When using only all

gait features the accuracy was 81.25%, using only all the kinetic features the accuracy was 81.25%, and

using only all the kinematic features the accuracy was 84.38%.

In 2012 a study conducted by Khemphila and Boonjing (2012) used a Multiple Layer Perceptron

to classify between IPD patients and healthy subjects based on voice features. The original dataset was

composed of 22 features, these were reduced using gini impurity to 16 features. The number of partici-

pants was 31, out of which 23 were IPD patients. The best accuracy achieved by the MLP classifier was

of 83.33%.

In 2016, Perumal and Sankar (2016) conducted a study whose goal was to analyse the features
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that were most important in the early detection of IPD. The study extracted kinetic and spatial-temporal

data from 93 IPD patients and 73 healthy control subjects and found the features that are most relevant

for the differentiation between these two groups. Tremor features were also extracted and processed using

machine learning techniques to assess the characteristics of IPD tremors. However, the tremor features

were not used for classification.

To reduce the influence of bodyweight the data was normalized to the percentage of the subject

bodyweight. Feature selection was conducted by performing a one-way analysis of variance (ANOVA) test,

a p value less than 0.05 was considered significant. The most relevant features were step distance,

stance and swing phase, heel and normalized heel forces. Various learning algorithms were used to

classify between IPD and healthy subjects, including Linear Discriminant Analysis (LDA), SVMs and MLPs.

The performance of the classifiers were evaluated using 5-fold cross validation, the learning algorithm that

achieved the highest performance was LDA with an accuracy of 86.9%. Unfortunately, the performance of

the SVMs and MLPs was not stated in the paper.

More recently, in 2018 a study conducted by Wroge et al. (2018) sought to use biomarkers derived

from the human voice to differentiate between IPD patients and healthy subjects. The data was collected

by Sage Bionetworks using an iPhone application. The smartphone collected the voice activity of the

participants articulating the /aa/ phoneme for 10 seconds. Data from patients that were on medication

was discarded. The voice data was preprocessed using a Python library called PyAudioAnalysis. Feature

extraction was performed using an open-source tool denoted OpenSmile. Afterward, methods from AVEC

(Audio-Visual Emotion recognition Challenge) were used to create the AVEC dataset and other methods

were used to extract the GeMaps (Geneva Minimalistic Acoustic Parameter Set) features creating the

GeMaps dataset.

Different machine learning algorithms were used to classify the participants. The algorithm with the

best performance on the AVEC features dataset was the MLP with an accuracy of 86%, on the GeMaps

features dataset the best learning algorithm was Gradient Boosted Decision Trees with an accuracy of 82%.
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3.3.2 Support Vector Machines

A study conducted by Md. Tahir and Manap (2012) collected spatial-temporal, kinetic and kine-

matic data from 12 IPD patients and 20 healthy controls using 37 markers attached to the subjects’

body, the markers were traced by infra-red cameras. Three data normalization techniques were applied

to the collected data, these were ground reaction force data normalization, intragroup data normalization,

and intergroup data normalization. Support vector machines were developed for classification with three

types of kernel functions: linear, radial basis and polynomial. A Multiple Layer Perceptron was also im-

plemented, the network had 11 hidden neurons and a single output neuron. The MLP was trained using

backpropagation. The learning rate of the MLP was 0.3, the activation function of the hidden layer was

hyperbolic tangent and the activation function of the output layer was sigmoid. The classification task con-

sisted in the differentiation between IPD patients and control subjects, the performance of the classifiers

was evaluated using a 4-fold cross-validation method. The MLP classifier was able to achieve an accuracy

of 95.8%, however, the SVM was the superior classifier achieving an accuracy of 98.2%. The performance

was higher when the input data was normalized based on the intragroup normalization method and the

most important features were spatial-temporal.

Another study conducted in 2012 by Orrù et al. (2012) provided an overview of a vast number of

studies that used SVMs to identify neuroimaging biomarkers of neurological and psychiatric disorders. This

study analysed a total of 50 published studies that utilized a range of neuroimaging techniques including

structural MRI, functional MRI, diffusion tensor imaging (DTI) and positron emission tomography (PET).

The majority of the analysed studies focused on the classification of probable dementia of Alzheimer type

(PDAT), the following Table shows a summary of the results of the various studies. All studies related to

Parkinsonism are present in Table 3.

The study concluded that the published studies thus far indicate that the application of SVM and

other learning algorithms to neuroimaging data may allow the prediction of patient condition as well as

treatment response at the individual level. These algorithms could support clinicians at the early stages

of the different disorders.
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Table 3: Studies investigating the diagnostic potential of the SVM algorithm based on neuroimaging data.

Author Comparison Sample Size Technique Accuracy (%)

Duchesne et al. (2008) PDAT vs. HC PDAT = 75 HC = 75 Structural MRI 92

Kloppel et al. (2008) PDAT vs. HC PDAT = 20 HC = 20 Structural MRI 95

Kloppel et al. (2008) PDAT vs. FTLD PDAT = 18 HC = 19 Structural MRI 89.2

Plant et al. (2010) PDAT vs. HC PDAT = 32 HC = 18 Structural MRI 90

Plant et al. (2010) MCI vs. HC MCI = 24 HC = 18 Structural MRI 97.62

Chen et al. (2011) PDAT vs. HC PDAT = 21 HC = 20 Resting-state functional MRI 87

Chen et al. (2011) MCI vs. HC MCI = 15 HC = 20 Resting-state functional MRI 95

Zhang et al. (2011) PDAT vs. HC PDAT = 51 HC = 52 Structural MRI and PET 93.2

Zhang et al. (2011) MCI vs. HC MCI = 99 HC = 52 Structural MRI and PET 76.4

Ecker et al. (2010) HC vs. ASD ASD = 20 HC = 20 Structural MRI 85

Duchesne et al. (2009) IPD vs. PPS IPD = 16 PPS = 16 Structural MRI 90.6

Focke et al. (2011) IPD vs. PSP IPD = 21 PSP = 10 Structural MRI (GM) 87.1

Focke et al. (2011) IPD vs. PSP IPD = 21 PSP = 10 Structural MRI (WM) 96.77

Focke et al. (2011) IPD vs. MSA IPD = 21 MSA = 11 Structural MRI (GM) 71.87

Focke et al. (2011) IPD vs. MSA IPD = 21 MSA = 11 Structural MRI (WM) Bad

Focke et al. (2011) IPD vs. HC IPD = 21 HC = 22 Structural MRI (GM or WM) Bad

ASD - autistic spectrum disorders; FTLD - frontotemporal lobar degeneration; HC - healthy controls; MCI
- mild cognitive impairment; PDAT - probable dementia of Alzheimer’s type; IPD - Idiopathic Parkinson’s
Disease; PPS - Parkinson Plus Syndromes; PSP - Progressive Supranuclear Palsy; n.s. - nonsignificant;
GW - gray matter; WM - white matter.

Also in 2012, a study conducted by Haller et al. (2012) used brain MRI imaging to differentiate be-

tween IPD patients and patients with parkinsonism characteristics. The MRI technique used was diffusion

tensor imaging. The study included 17 IPD patients and 23 other parkinsonism patients (3 suffered from

VaP), the groups were age and gender matched. The data was preprocessed with a tract-based spatial

statistics (TBSS) technique using the FSL software library. The learning algorithm used was SVMs and

the performance was measured using 10-fold cross-validation. The best SVM classifier used a radial basis

kernel function and achieved an accuracy of 97% ± 7.54%.
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In 2015, Xia et al. (2015) investigated the potential of features extracted from gait rhythm signals

for the classification of patients with neurodegenerative diseases (NDD) and normal subjects. The gait

dataset was composed of 19 subjects with Huntington’s disease (HD), 13 subjects with Amyotrophic lat-

eral sclerosis (ALS), 15 subjects with IPD and 16 healthy controls. The subjects were asked to walk at their

normal pace along a straight 77 meters long hallway for 300 seconds. The gait signals were measured

with ultrathinforce-sensitive switches placed inside each subjects’ shoes. The resulting gait signals were

processed by several feature extraction methods resulting in 9 groups of gait features. Four different ma-

chine learning classifiers including SVMs, MLPs, RFs, and K-Nearest Neighbors (KNNs) were implemented

using the different set of extracted features, the best classifier for the classification of healthy subjects vs.

NDD was the SVM classifier achieving a performance of 96.83%, the performance of the classifiers was

evaluated using leave-one-out cross-validation. The SVM was also the superior classifier when classifying

IPD vs. healthy subjects achieving an accuracy of 100%, and when classifying HD vs. healthy subjects

achieving an accuracy of 100%. The results of this study have made meaningful contributions to the

diagnosis of NDD based on gait features extracted using non-invasive technology.

In 2014 a study conducted by Shahbakhi et al. (2014) proposed the differentiation between IPD

patients and healthy subjects based on voice analysis. The voice signals were collected at the University

of Oxford in an IAC sound-treated booth using a head-mounted microphone. The participants were 23

IPD patients and 8 healthy people, these were asked to pronounce the letter “a” for 3 seconds. A total of

195 vocal samples were collected for classification and all samples were normalized in amplitude. After

data preprocessing the number of extracted features was 22, these were reduced using a feature selection

method called genetic algorithm (GA). The learning algorithm used for classification was SVM with a radial

basis kernel function. The dataset was divided into a training set (75%) and a test set (25%), the best

results were an accuracy of 94.50% using the following 4 features, Fhi (Hz), Fho (Hz), jitter (RAP) and

shimmer (APQ5).
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3.3.3 Recurrent Neural Networks

In 2009, Dutta et al. (2009) developed a Recurrent Neural Network (RNN) to perform automatic

identification between healthy gait patterns and neurological disorders gait patterns. The collected data

was composed of 16 healthy subjects, 15 IPD patients, 20 Huntington’s disease (HD) patients, and 13

Amyotrophic lateral sclerosis (ALS) patients. The subjects were asked to walk at their normal speed a 77m

long hallway. To measure the gait data force-sensitive insoles were placed in the shoes of the subjects. The

study considered the gait time series and extracted features from the stance, swing and double support

measurements using cross-correlation based feature extraction, a total of 15 features were computed using

this technique. The model proposed by this study was configured to be a four-class classification model,

the four classes corresponded to healthy subjects, IPD patients, HD patients, and ALS patients. The model

worked in two separated steps, the first step was the classification of the subject as healthy or neurological

disorder patient, if the subject was classified as a neurological patient it would be further evaluated in the

second step where the differentiation between the three neurological disorders was made. The overall

accuracy of the proposed model was of 90.2%. The accuracy of the first and second steps was 90.6% and

89.8% respectively.

In 2016, Choi et al. (2016) developed a predictive model that uses data from the electronic health

record (EHR) to predict the medical condition and medication dosage of subjects. The developed algorithm

was a temporal model that used RNNs to analyse the time-stamped EHR data. The primary goal of the

study was to use the EHR data to predict the medical conditional and the recommended medication, this

study had the secondary goal of predicting the time to the patient’s next visit to their doctor. The data

used in this work was collected from the Sutter Health Palo Alto Medical Foundation and it consisted of

263706 patients with an average of 54.61 visits per person. The output label was composed of 1183

ICD-9 (International Classification of Disease Ninth Revision) codes that represent a medical condition

and 595 GPI medication codes, in total the output vector had a dimension of 1778. The type of RNNs

used was gated recurrent units (GRUs) and the data was divided into 85% for training and 15% for testing,

different numbers of hidden neurons were implemented, these varied from 100 to 2000. The performance

was measured using the Top-k recall. When predicting only the medical condition the performance of the
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RNN was 79.58% recall@30, when predicting only the medication it was 85.53% recall@30. When the

model was used to predict the medical condition, the medication and the visit time simultaneously the

performance was of 72.48% recall@30.

Another study conducted in 2017 by Che et al. (2017) proposed a deep learning model that learns

patient similarity from multi-modal longitudinal medical records using an RNN. The goal of this study was

to learn the similarities between patient records using medical records collected through the years, the

networks tried to match temporal patterns of different patient sequences. The result is a similarity met-

ric that can be used to perform personalized predictions. To evaluate the performance of the proposed

architecture the authors collected data from 683 IPD patients and 217 control subjects. The data was pre-

processed, and missing values were filled using the last occurrence carry forward strategy. The number of

features was 319 from 7 domains categories: 1) motor symptoms/complications, 2) cognitive functioning,

3) autonomic symptoms, 4) psychotic symptoms, 5) night-time sleep problems and daytime sleepiness,

6) depressive symptoms, and finally, 7) Anxiety and Depression scale. Several learning algorithms were

evaluated while predicting using all the data and only using the top K similar subjects based on the RNN

similarity metric. The metrics used to evaluate performance were precision, recall, and F1-score, the learn-

ing algorithms that were trained using the top K similar subjects outperformed the traditional methods,

the best result was achieved by the RNN with an SVM classifier, with an F1-Score of 0.77, the F1-Score of

the SVM without the RNN step was of 0.75.

Also in 2017, Lipton et al. (2017) conducted a study that focused on using data from electronic

health records. The data was collected from caregivers in the pediatric intensive care unit (PICU), the

observations included sensor data, vital signs, lab test results and subjective assessments. The number

of collected features was 13, these include body temperature, heart rate, diastolic and systolic blood

pressure, among others. The problem was formulated as multilabel classification, the output vector is

composed of 128 ICD-9 codes, these indicate conditions such as acute respiratory distress, congestive

heart failure, seizures, and renal failure. The total number of PICU episodes is 10 401, these were divided

into a training set (80%), a validation set (10%) and a test set (10%). The validation set was used to tune

the hyperparameters of the RNN, the type of RNN used was long short-term memory (LSTM). The final

model was composed of 2 hidden layers with either 64 hidden neurons per layer with no dropout rate or

128 hidden neurons per layer with a dropout rate of 0.5. The performance metrics used were micro AUC
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and macro AUC. The LSTM models were compared to other learning algorithms like MLP and Logistic

Regression. LSTM was able to outperform the other learning algorithms achieving a Micro AUC of 0.8560

and a Macro AUC of 0.8075.

3.3.4 Deep Belief Networks

In 2014, Liu et al. (2014) proposed a deep learning architecture to perform an early diagnosis of

Alzheimer’s disease (AD). The early diagnosis of AD plays a significant role in the progression of the disease

and allows the implementation of measures that manage the disease impact. This study proposed a deep

learning architecture based on Deep Belief Networks (DBNs) to classify between AD patients and healthy

subjects. The network was also able to predict the risk of Mild Cognitive Impairment (MCI) subjects evolving

to AD patients, the instances of MCI can be classified as MCI non-converters (ncMCI) or MCI converters

(cMCI). The collected data were obtained from the Alzheimer’s disease Neuroimaging Initiative (ADNI). The

data was composed of MRI images from 65 AD patients, 67 cMCI patients, 102 ncMCI patients, and 77

healthy subjects. The grey matter volumes and cerebral metabolic rate of glucose consumption (CMRGlc)

patterns were extracted from the MRI data, all data were normalized before the classification task. The

performance metrics used were accuracy, sensitivity, and specificity. An SVM model was developed to

serve as a baseline. Both classifiers were evaluated using 10-fold cross-validation. The classifiers were

used for three different tasks, these were the classification of AD vs. Controls, MCI vs. Controls and

Controls vs. cMCI, ncMCI and AD. The results show that the DBN model is superior to the SVM model at

every task. On the first task, the DBN model was able to achieve an accuracy of 87.76%, a sensitivity of

88.57% and a specificity of 87.22%. On the second task, it was able to achieve an accuracy of 76.92%, a

sensitivity of 74.29% and a specificity of 78.13%. On the third task, the performance was an accuracy of

47.42%, a sensitivity of 65.71% and a specificity of 83.75%.

In 2015, Zhang et al. (2015) tackled the problem of real-time activity recognition, they proposed

a DBN model that analyses raw input data from accelerometers of a smartphone and classifies them as

one of the following seven activities: walking, running, standing, sitting, lying, walking upstairs, or walking

downstairs. The developed DBN model was firstly trained offline and then implemented on a Samsung
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Galaxy Note 3 to perform real-time activity recognition. The authors used a Samsung smartphone to collect

the accelerometers data while the subjects were performing different activities, the phone was positioned

in the right pant pocket of the subjects. After collection, the data was split into frames, the frame length

was 1s. The data was then split into training data (80%) and test data (20%). The final result was 42000

frames for training and 10100 for testing. Other learning methods such as SVM, KNN, RF, and MLP were

also developed to serve as a baseline. The performance metric used was the error rate, the DBN classifier

performed the best achieving an error rate of 0.014, the second-best classifier was the KNN achieving an

error rate of 0.024, the MLP was able to achieve an error rate of 0.041.

In 2016, Alsheikh et al. (2016) considered the problem of using data from triaxial accelerometers to

recognize human activity. Currently, accelerometers are present in almost all mobile phones and wearable

devices so there is a big opportunity to work with this type of data. This work made use of deep learning

architecture, more specifically a DBN to detect human activity using triaxial accelerometer data. The

developed DBN was trained using the accelerometer data in two stages, the first stage was unsupervised

learning where the weights of the network were initialized, the second stage was supervised fine-tuning.

Three public datasets were used in this study, these were the WISDM Actitracker dataset (data from 29

subjects), the Daphnet freezing of gait dataset (data from 10 subjects) and the Skoda checkpoint dataset

(data from 1 subject). The developed DBN model was able to outperform former learning approaches

used to tackle these datasets. On the WISDM dataset, it beat the performance of an ensemble learning

method by 3.93% achieving an overall accuracy of 98.23%. On the Daphnet dataset it was able to achieve

an accuracy of 91.5% beating the former best learning algorithm (KNN) and on the Skoda dataset it was

able to achieve an accuracy of 89.38%, the former best learning algorithm was a Hidden Markov Model

(HMM) with an accuracy of 86%.

In 2016, a study conducted by Costa et al. (2016) at the University of Minho investigated if machine

learning classifiers were able to diagnose Alzheimer’s disease (AD) based on postural control kinematics

and the Montreal Cognitive Assessment (MoCA). Noninvasive diagnostic tools that aid in the diagnosis of

AD are highly requested. Inertial measurement units are inexpensive, portable and noninvasive, these

devices are able to collect kinematic data that can be used in the diagnosis of AD. Four machine learning

classifiers were used in this study to assess the discriminative power of postural control kinematics, these

were: SVMs, MLPs, RBFNs, and DBNs. The collected data included 36 AD patients and 36 healthy
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controls, because of significant differences between the anthropometric data the kinematic variables were

adjusted according to age, education, height, and weight. Eighteen kinematic features were collected, the

MoCA variable was also collected. The data were divided into a training set (50%), a validation set (10%),

and a test set (40%). The features were ranked using Mann-Whitney U-test and incremental error analysis

was performed to determine the number of features that produce the best results. The classifiers were

evaluated based on 3-fold cross-validation. The best classifier was the MLP with an accuracy of 86% when

trained only on the kinematic variables. Including the MoCA feature resulted in an accuracy of 96.6% was

achieved. The second-best classifier was the DBN with an accuracy of 78% when trained on the kinematic

features and an accuracy of 96.5% when the MoCa feature is included.

3.3.5 Convolutional Neural Networks

In 2016, Sathyanarayana et al. (2016) assessed the feasibility of predicting sleep quality given

the physical activity records of an individual during awake time. Physical activity and sleep are highly

interrelated health behaviors. The awake time physical activity has an impact on sleep quality and vice

versa. This study collected data from 92 adolescents over 1 full week. Each participant was provided

with an ActiGraph GT3X+ device, placed on their nondominant wrist, the device was water-resistance and

must be worn at all times for the full week. The sleep quality was accessed by determining the ratio of

total minutes asleep to total minutes in bed if this ratio is greater than 85% the sleep quality is good,

otherwise is bad. Various neural network architectures were used to classify the sleep quality given the

physical activity data, these include MLPs, CNNs, simple RNNs, and LSTMs. The awake time data was

then used to predict sleep quality. To evaluate the model’s performance several metrics such as accuracy,

precision, recall, F1-score and area under the curve (AUC) were calculated. The best model differed

according to the performance measure, LSTMs were able to achieve the highest AUC (97.14%) and recall

(100%). However, CNN achieved the highest F1-score (94.44%) and accuracy (92.86%). The best precision

measure (93.94%) was achieved by the MLP architecture. The simple RNN was the worst model, this is

not surprising because this architecture suffers from the vanishing gradient problem.

In 2017, Rajpurkar et al. (2017) developed a 34-layer CNN that maps a sequence of electrocar-
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diogram (ECG) samples to rhythm classes to detect irregular heart rhythms also known as arrhythmias.

The collected dataset was composed of 34121 ECG records from 29163 patients, the ECG records were

recorded using a non-invasive and continuous monitoring device called Zio Patch. Each ECG record was

30 seconds long and the number of rhythm classes was 14. Patients with normal rhythms were included

in the 29163 patients so that the number of occurrences of each rhythm class is balanced. The dataset

was split into a training set (90%) and a validation set (10%), the split was performed so that there is no

patient overlap between the training and validation set. A test set was then collected from 328 unique

patients resulting in 336 records, these records were classified by a committee of three board-certified

cardiologists. Then, each record in the test set was classified by 6 individual cardiologists not participating

in the committee group. The performance of these 6 cardiologists was averaged and compared against

the CNN model. The CNN was able to outperform the individual cardiologists, the obtained results were

the following (CNN vs. Cardiologists), precision: 0.800 vs. 0.723, better recall: 0.784 vs. 0.724 and

better F1 score: 0.776 vs. 0.719.

In 2018, Pereira et al. (2018) collected time-series data for IPD identification. The data was feed

into a CNN that detected features from the time-series and classified the individuals as healthy or IPD

patients. The data were collected from six different handwritten activities, these include drawing circles

on a paper, drawing circles in the air, drawing spirals, drawing meanders, left-wrist movements, and right-

wrist movements. The individuals performed the activities with a smartpen that contains six sensors,

these are a microphone, finger grip, axial pressure of ink refill, tilt and accelerations in the X direction,

tilt and accelerations in the Y direction and tilt and accelerations in the Z direction. The control group

was composed of 20 healthy individuals and the patients’ group was composed of 14 individuals. The

activities were performed more than once by the individuals, resulting in a total of 1512 time-series. This

data was divided into a training set (50%) and a test set (50%), to deliver consistent experiments the partition

considered the individuals, that is every time-series of an individual must be either on the training set or in

the test set so there’s no overlap. To access the performance of the network each activity was processed

by the CNN independently and the final result was obtained by majority voting. The best performance

obtained by the CNN over the time-series was an accuracy of 93.49%.

In 2018, Oh et al. (2018) developed a detection system for IPD using CNNs and electroencephalo-

gram (EEG) signals. As discussed IPD arises when dopaminergic neurons start to die, so EEG signals
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might reveal features that are able to differentiate IPD patients from healthy individuals. The data was

composed of 20 IPD patients and 20 healthy subjects. The EEG records lasted for 5 minutes, these were

collected using an emotive EPOC neuroheadset with 14 channels. The collected data was then composed

of 14 features, each feature represents a channel. The developed CNN was designed in Python using

Keras, the model was composed of 13 layers and the optimization method was Adam. The data was split

into a training set (80%) and a test set (20%). The training data was used to fine-tune the models using

the performance results of 10-fold cross-validation as a guideline. The best model was able to achieve an

accuracy of 88.25%, a sensitivity of 84.71% and a specificity of 91.77% on the test set.

3.3.6 K-Means and Hierarchical Clustering

In 2008, Post et al. (2008) investigated clinical heterogeneity of newly diagnosed IPD patients

using cluster analysis to describe the subsets in terms of different symptoms. The dataset was composed

of 133 patients collected from hospitals in the Netherlands, the exclusion criteria were age greater than 85

years old. This work used the K-Means clustering method, and Euclidean distance was used to compute

the within-cluster variance. The data were standardized before the cluster analysis. The different clusters

were compared in terms of impairment, disability, perceived quality of life and use of dopaminergic therapy.

The number of optimal clusters was chosen to be two and three, the differences between the values of

the different clusters were analysed using Mann-Whitney U-test for the two-cluster case and Kruskal-Wallis

for the three-cluster case. When the number of clusters was chosen to be two the patients were divided

into a group of younger patients and a group of older patients. When the number of clusters was three,

the results show an intermediate group with respect to age. In both cases the older the onset group the

higher the progression rate and the level of motor impairment. In the three cluster case, the intermediate

group showed higher anxiety and depressive symptoms. The results show that increased age at onset was

correlated with higher disease severity and lower levels of perceived quality of life.

In 2012, Liepelt-Scarfone et al. (2012) used cluster analysis to investigate the heterogeneity of

IPD. Clustering was used to detect different cognitive profiles and stages to predict patients with a potential

risk of developing dementia. The dataset was composed of 121 IPD patients, of these 121 patients, 24 had
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dementia. Exploratory Factor Analysis (EFA) was performed on the collected data to identify cognitive do-

mains. The results of EFA were six Factors representing different cognitive domains, Factor 1 represented

the frontal lobe function, Factor 2 represented word-memory and recall, Factor 3 represented attention,

Factor 4 represented logical memory, Factor 5 represented praxis and visual perception and lastly Factor

6 represented fluency and naming ability. Hierarchical clustering was performed twice, (1) on the whole

data (121 IPD patients) and (2) on the IPD patients that didn’t suffer from dementia (n = 97). Both analy-

ses revealed two clusters regarding the cognitive domains defined by the EFA. The first hierarchical cluster

analysis assigned all 24 IPD patients with dementia to cluster 2, this cluster represented poorer neuropsy-

chological performances. The second hierarchical cluster analysis replicated the grouping in 92.8% of all

IPD patients without dementia, all the IPD patients with no dementia that were included in cluster 2 in the

first analysis were not regrouped to cluster 1. The cluster analysis resulted in a clear-cut division of the

six cognitive domain Factors. The IPD patients with lower value of Factor 3, Factor 4 and Factor 5 were

assigned to cluster 1. Cluster 2 was composed with patients that showed lower values of Factor 1, Factor

2 and Factor 6. The second cluster analysis results only differed for Factor 1.

In 2017, Mu et al. (2017) also investigated the clinical heterogeneity of IPD. This work used cluster

analysis to search for IPD subtypes from a large cohort of patients across all stages of the disease using

a combination of motor and non-motor features. The dataset was composed of 951 IPD patients. All the

features were standardized before the cluster analyses and the chosen clustering method was K-Means.

The first clustering analysis was performed using nine non-motor symptoms (NMS) domains, the four

cardinal motor signs (tremor, bradykinesia, rigidity, postural instability) and motor complications, this was

called the “domains clustering”. The second clustering analysis was performed only using non-motor

symptoms (NMS) and it was called “symptoms clustering”. The number of clusters K chosen for the

“domains clustering” was 4, cluster D1 included 428 patients mildly affected in all domains, cluster D2

included 180 patients severely affected in non-motor domains but mildly affected in motor domains, cluster

D3 included 232 patients severely affected in motor domains but mildly affected in non-motor domains

and cluster D4 included 64 patients severely affected in all domains, these patients presented the greatest

symptoms severity. The optimal number of clusters for the “symptoms clustering” was 6. Cluster S1 was

the largest cluster with 456 patients, these patients were mildly affected in all NMS, cluster S2 included

201 patients and the symptom severity was greater than cluster S1 but could not be classified as a
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mild/moderate cluster. Clusters S3-S6 displayed increased motor and overall symptom severity, although

each cluster represented a unique subset of NMS. This work provided valuable insight into the importance

of NMS when trying to recognize subgroups of IPD.

In 2018, Uribe et al. (2018) investigated the presence of cortical brain atrophy in early stages of IPD.

T1-weighted images acquired on 3-tesla Siemens MRI scanners of 77 newly diagnosed and still untreated

IPD patients were collected. All imaging and non-imaging data were acquired before L-Dopa treatment. An

agglomerative hierarchical clustering method using Euclidean distance was used, the number of optimal

clusters was found to be 2. Cluster 1 included 33 patients characterized by cortical thinning in bilateral

orbitofrontal, anterior cingulate and lateral and medial anterior temporal gyri, cluster 2 included 44 patients

and showed cortical thinning in bilateral occipital gyrus, superior parietal gyrus and left postcentral gyrus.

The patients included in cluster 2 also showed impairment in different cognitive domains. The results of

this work show that IPD neuroimaging data is able to represent two subgroups of cortical thinning, one

with mainly anterior atrophy and other with mainly posterior atrophy and impaired cognitive performance.

44



Part II :

Methodology and materials

45



Chapter 4

Materials and methodology for data

collection

4.1 Study Population

The study population was recruited from Hospital Senhora da Oliveira Neurology and Cardiology

departments in the district of Guimarães, Portugal. Local hospital ethics committee approved the protocol

of the study, submitted by ICVS/UM and Center Algoritmi/UM. Written consent was obtained from all

subjects or their guardians.

4.1.1 Parkinsonism

This study includes 14 patients with VaP (6 females and 8 males, mean age: 81.07±4.29), 15 with

IPD (4 females and 11 males, mean age: 76.6±4.29) and 15 age-matched healthy subjects (6 females

and 9 males, mean age: 75.4±5.73). For all patients, the exclusion criteria were: the presence of resting

tremor, moderate/severe dementia (clinical dementia rating (CDR) > 2), musculoskeletal disease and

overt clinical progression since diagnosis (Hoehn-Yahr > 3).

Gait and anthropometric data were collected for this study. The following Table 4 summarizes the
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anthropometric data of the study group related to Parkinsonism.

Table 4: Anthropometric data of healthy controls and parkinsonism study groups.

Healthy Controls IPD Patients VaP Patients
Age (years) 75.4± 5.73 76.6± 4.29 81.07± 4.29
Weight (kg) 68.79± 7.25 73.24± 12.53 65.47± 10.39
Height (m) 1.63± 0.068 1.67± 0.082 1.61± 0.088

Characteristics are displayed as mean ± standard deviation.

4.1.2 Fabry Disease

This study includes 95 Fabry Disease patients (64 females and 41 males, mean age 51.63± 16.55)

For all patients the exclusion criteria were: age inferior to 18 years old and the presence of neurological

diseases not related to Parkinsonism. For patients that performed gait analysis, the exclusion criteria

also were: presence of musculoskeletal disease, depression, moderate-severe dementia (CDR > 2) and

rheumatological disorders.

All 95 patients performed cardiac and neurological examination, information about central nervous

system (CNS) lesions was collected for all 95 patients. The number of patients that suffer from CNS

lesions is 50 (mean age 60.34 ± 14.07) and the number of patients that do not suffer from CNS lesions

is 45 (mean age 41.96 ± 13.51).

Of the 95 collected patients, only 20 (11 females and 9 males, mean age 58.25± 15.43) performed

gait analysis. Thirteen of the 20 patients that performed gait analysis suffer from CNS lesions, furthermore,

3 of these 13 FD patients also suffer from IPD. The mean age of the patients that suffer from FD and IPD

simultaneously is 66.0± 6.56.

The following Table 5 summarizes the anthropometric data of the 20 FD patients that performed gait

analysis.
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Table 5: Anthropometric data of Fabry disease patients that performed gait analysis.

With CNS Lesions Without CNS Lesions
Age (years) 65.62± 11.59 44.57± 11.95
Weight (kg) 63.72± 10.06 67.24± 10.96
Height (m) 1.59± 0.076 1.64± 0.052

Characteristics are displayed as mean ± standard deviation.

4.1.3 Healthy subjects and Fabry disease

At the later stages of this work, a study group composed of 36 FD patients (24 females and 12

males) and 34 healthy subjects (21 females and 13 males) became available for gait analysis. For all FD

patients, the exclusion criteria were: the presence of resting tremor, moderate-severe dementia (CDR > 2),

depression, less than eighteen years of age, extensive intracranial lesions or neurodegenerative disorders,

musculoskeletal disease and rheumatological disorders. The information about the subjects’ age, weight

and height were also collected. These anthropometric characteristics are summarized in Table 6.

Table 6: Anthropometric data of healthy controls and Fabry disease patients study groups for gait analysis.

Healthy Controls FD Patients
Age (years) 53.32± 23.45 49.42± 18.00
Weight (kg) 68.39± 9.42 65.67± 9.17
Height (m) 1.68± 0.092 1.62± 0.084

Characteristics are displayed as mean ± standard deviation.

4.2 Gait acquisition system

To perform the gait assessment two Physilog® sensors (Gait Up®, Switzerland) were used. The Physilog

® sensor is equipped with a high-quality 3D accelerometer, a 3D gyroscope, a barometric pressure sensor

and the capability of recording the data on an SD card. This equipment has been used to acquire gait for

various studies on Neurological and Chronic disorders (Up (2019)).
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The sensors positioned on both feet were used to measure different gait variables of each stride (also

known as gait cycle). A gait cycle is composed of two phases, a stance phase, and a swing phase. The

gait cycle begins when the reference foot contacts the floor and ends when that same foot contacts the

floor again. The participants were asked to walk 60-meter continuous course (30 meters corridor with one

turn) in a self-selected walking speed while the sensors were doing the data acquisition. A total of 17 gait

variables were collected.

4.2.1 Collected gait features

The gait variables measured by the Physilog sensors are the following: speed (velocity of each gait

cycle), cycle duration (duration of one gait cycle), cadence (number of gait cycles in a minute), stride

length (distance between successive initial ground contact of the same foot), stance time (the time

during which the foot is on the ground), swing time (the time during which the foot is in the air), loading

(percent of stance between the heel strike and the foot being fully on the ground), foot flat (percent of

stance where the foot is fully at on the ground), pushing (percent of stance between the foot being fully

on the ground and the toe leaving the ground), double support (percent of the gait cycle where both feet

touch the ground), peak swing (maximum angular velocity during swing), strike angle (angle between

the foot and the ground when the heel hits the ground), lift-off angle (angle between the foot and the

ground when the toes are leaving the ground), maximum heel clearance (maximum height above the

ground reached by the heel), maximum toe clearance 1 (maximum height above the ground reached

by the toes after heel max clearance), minimum toe clearance (minimum height of the toes during

swing phase) and maximum toe clearance 2 (maximum height above the ground reached by the toes

just before heel strike) (GaitUp Switzerland (2018)).

Two datasets were created with the measured gait variables, the All Strides dataset which includes

the value of each gait feature for every stride (step) of all subject’s (all the time-series), and the Mean

Strides dataset that contains the arithmetic mean and the coefficient of variation (CV) of each gait variable

for all subject’s strides (mean and CV of the time-series). The All Strides dataset is composed of the 17

described gait variables and the Mean Strides dataset is composed of 34 gait variables (the 17 described
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gait variable and the CV of each gait variable).

4.3 Cardiac exams

Cardiac examination was only performed for FD patients. Electrocardiogram (ECG) and Echocardio-

gram (Echo) were performed to evaluate the cardiac manifestations of FD disease.

Echocardiogram is an exam that uses Doppler ultrasonography to create pictures of the heart, these

pictures are more accurate and detailed than the standard x-ray images. The collected images are then

analysed and various Echocardiogram features are acquired (Association (2019a)).

Electrocardiogram is another cardiac exam that records the electrical activity of the heart using con-

ductors placed on the skin. The device used to perform the Electrocardiogram was the Holter monitor.

This exam has, on average, a duration of 24 hours and outputs a series of heart events that summarize

the heart functioning. (Association (2019c), Association (2019b)).

4.3.1 Collected cardiac features

Echocardiogram features

For this work 22 Echocardiogram features were collected, these are the following: MV E/A Ratio

(mitral valve ratio between early diastole (E Wave) and atrial contraction (A Wave)); MV A Vel (mitral valve

A Wave blood flow velocity); MV Dec T (mitral valve deceleration time); MV E Vel (mitral valve E Wave

blood flow velocity); E’ Lateral (E Wave using tissue doppler imaging at lateral mitral annulus position);

E’ Septal (E Wave using tissue doppler imaging at septal mitral annulus position); E/E’ Lateral (ratio

between E Wave and E’ Wave measured at lateral mitral annulus); E/E’ Medial (ratio between E Wave

and E’ Wave measured at medial mitral annulus); LVPWd (left ventricular posterior wall thickness); E/E’

Septal (ratio between E Wave and E’ Wave measured at septal mitral annulus); IVSd (interventricular sep-

tum thickness at end-diastole); LVIDd (left ventricular internal dimension at end-diastole); LADiam/SC
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(left atrial diameter measured at subcostal position); AoDiam (aorta diameter); S’ Lateral (peak systolic

velocity using tissue doppler imaging at lateral mitral annulus position); LVdMassInd ASE (left ventricular

mass at end-diastole indexed to body surface area according to the American Society of Echocardiography

(ASE)); LADiam (left atrial diameter); S’ Septal (peak systolic velocity using tissue doppler imaging at

septal mitral annulus position); A’ Septal (A Wave using tissue doppler imaging at septal mitral annulus

position); A’ Lateral (A Wave using tissue doppler imaging at lateral mitral annulus position); LVdMass

ASE (left ventricular mass at end-diastole according to the ASE); LVIDd/SC (left ventricular internal di-

mension at end-diastole and at subcostal position).

Electrocardiogram features

For this work 27 Electrocardiogram features were collected, these are the following: HR Max (maxi-

mum heart rate); Unique APCs (atrial premature complexes); Total SVE Beats (number of all supraven-

tricular ectopic beats ); QTMean (mean of the QT intervals); Unique PVC (unique premature ventricular

contractions); Total VE Beats (number of al ventricular ectopic beats); QTc > 450 (QT interval per-

centage that is grater than 450ms corrected for heart rate extremes); QT Min (minimum value of the QT

interval); QT Max (maximum value of the QT interval); QTc Mean (mean of the QT intervals corrected

for heart rate extremes); Total Heart Beats (total number of heart beats); HR Mean (mean heart rate);

Unique VEs (unique ventricular ectopic events); ASDNN 5 (average standard deviation of all 5-min

normal R-R intervals); QTc Max (maximum QT interval corrected for extreme heart rates); MaxSTCa3

(maximum ST interval for 3 coronary arteries); MaxSTCa2 (maximum ST interval for 2 coronary arteries);

MaxSTCa1 (maximum ST interval for 1 coronary arteries); QTc Min (minimum value for the QT interval

corrected for extreme heart rates); MinSTCa1 (minimum ST interval for 1 coronary arteries); RMSSD

(root mean square differences of successive R-R (heartbeat) intervals); SDNN (Standard deviation of the

of normal R-R intervals); SDANN 5 (Standard deviation of sequential 5-minute of normal R-R interval

means); HR Min (minimum heart rate); MinSTCa3 (minimum ST interval for 3 coronary arteries); Min-

STCa2 (minimum ST interval for 2 coronary arteries); Longest R-R (maximum difference between two

R-R peaks).

51



CHAPTER 4. MATERIALS AND METHODOLOGY FOR DATA COLLECTION

4.4 Gait normalization

The importance of foot clearance and spatial-temporal gait measurements in distinguishing dysfunc-

tions of older adults and disorders that impact gait function has been increasing (Md. Tahir and Manap

(2012), Dadashi et al. (2013), Daliri (2012)). However, differences in subjects’ biometric properties in-

cluding age, height, weight, sex as well as walking speed may lead to disperse gait characteristics which

limit the recognition of patterns in foot clearance and spatial-temporal gait measurements. The corre-

lations between physical properties and gait variables reduce the ability to detect and correctly classify

between-group differences in gait features (Wahid et al. (2015)).

In 2015, Wahid et al. proposed various methods such as dimensionless equations, detrending method

and multiple regression (MR) approaches to tackle the effect of between-subject physical differences (Wahid

et al. (2015)). Wahid et al. compared these three approaches and concluded that multiple regression was

the superior method. Multiple regression (MR) was able to reduce the correlations between subject-specific

physical properties and gait features. Additionally, Wahid et al. also showed that the MR normalization was

able to improve the accuracy of machine learning methods when differentiating between parkinsonian and

healthy controls gait patterns. In this work, the MR approach proposed by Wahid et al. in 2015 and most

recently in 2016 was employed (Wahid et al. (2016, 2015)). Spatial-temporal gait variables including cycle

duration, cadence, stance, swing, loading, foot flat, pushing, double support, speed, stride length, peak

swing, and foot clearance gait variables including strike angle, lift-off angle, maximum heel clearance,

maximum toe clearance 1, minimum toe clearance and maximum toe clearance 2 were normalized using

a MR approach as follows:

ŷi = β0 +

p∑
j=1

βjxij + εi (4.1)

where ŷi represents the prediction for the dependent gait variable for the ith observation, xij represents

the jth physical property including age, height, weight, gender, speed and stride length, β0 represents the

intercept term, βj represents the coefficient for the jth physical property and εi represents the residual

error.
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The coefficients of the MR model are estimated using the control subjects dataset. The best fitted MR

models are then used to normalize each gait variable by dividing the value of the original dependent gait

variable yi by ŷi according to:

yni =
yi
ŷi

(4.2)

where yni represents the normalized gait feature for the ith observation.

Similar to the approaches implemented by Mikos et al. and Wahid et al., age, height, weight, sex,

and self-selected walking speed were used as independent variables when implementing the MR models

(Mikos et al. (2018); Wahid et al. (2016, 2015)). Additionally, this work also included the subjects’ stride

length as an independent variable, as it was shown to significantly affect foot clearance gait variables in

recent studies (Alcock et al. (2018), Ferreira et al. (2019)).

The multicollinearity between the independent features was quantified using variance inflation factors

(VIF), if VIF > 5 the features are regarded as correlated and are omitted from the regression model (Belsley

(1991)). For each gait feature, the best MR model was selected based on the adjusted R2 and Akaike’s

information criterion (AIC) values. After normalization, the Spearman’s rank-order correlation coefficient

(ρ) was used to assess the correlations between the independent features and the gait features. Since

gender is a categorical feature the coefficient of correlation between gender and all the gait features was

assessed using point biserial coefficient of correlation (Lev (1949)).

According to Burnham and Anderson (2002) the AIC is given by the following:

AIC = 2k − 2 ln(L) (4.3)

where k represents the number of parameters and L denotes the maximized value of the likelihood

functions. The model with the lowest AIC score is preferred, scores can be negative or positive (the

absolute value of the score is not important).

The Spearman’s rank order correlation coefficient was computed according to Rees (1989) as follows:

ρ =
cov(rankx, ranky)

σrankx , σranky

(4.4)
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where x and y are the raw values, the raw values are converted to ordered ranked values resulting in

rankx and ranky, cov(rankx, ranky) represents the covariance of the ranked values, and σrankx

represents the standard deviation of the x ranked values.

4.5 Feature scaling

The measurement unit data features can affect the data analysis, for example changing the speed

feature from m/s to km/h may lead to very different analysis results. To avoid the impact of feature range

and measurement units the data features should be scaled before being used as input of machine learning

algorithms. With very few exceptions, machine learning algorithms do not perform well when the input

features have very different ranges, because features with high magnitude will dominate features with low

magnitude. Feature scaling aims to give equal importance to all features, this practice is extremely impor-

tant for classification algorithms like neural networks or distance measurement algorithms like clustering

(Geron (2015); Han et al. (2011)). The ultimate goal of feature scaling is that data should be homogeneous

and composed of small values, that is all the features should have values of roughly the same magnitude

(Geron (2015); Han et al. (2011)).

The two most common feature scaling methods are min-max scaling and standardization. Min-max

scaling rescales the values so that they end up ranging from 0 to 1. Standardization makes all the features

have a mean of 0 and a standard deviation of 1. Both these methods have advantages and disadvantages,

some algorithms work better if the data features are in a range from 0 to 1, standardization does not provide

a fixed range but is less affected by outliers (Geron (2015)). In this work the feature scaling method used

is standardization. This method is described in the following equation:

x̂i =
xi −mean(xi)

std(xi)
(4.5)

where x̂i is the scaled value of the input feature vector xi.

54



Chapter 5

The implemented statistical and Machine

Learning methods

5.1 Principal Components Analysis

Principal Components Analysis (PCA), also know as Karhunen-Loeve or K-L method, is one of the most

widely used statistical procedures across a multitude of scientific fields. This method dates back to 1901

when it was first described by Karl Pearson (Pearson (1901)). The PCA algorithm was further developed

and formalized by Harold Hotelling in 1933 (Hotelling (1933)).

This statistical procedure seeks to reduce the data dimensionality by projecting the original set of

features into the directions of highest variance. The goal is to extract the important information from the

input features and express it as a set of new orthogonal features that are called principal components

(PCs). The extracted PCs are a set of orthogonal features sorted in decreasing order of significance that

can be used to represent the input data. The first principal component is the one that captures the most

variance, the second principal component must be orthogonal to the first and must capture the second

largest possible variance, and so on. A percentage of the total variance is set as a threshold to select the

number of principal components (Abdi and Williams (2010)).

Principal components analysis is often able to reveal relationships between the input features that
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were not previously suspected, resulting in a better interpretation of the data and the relationships between

features (Han et al. (2011)).

According to Han et al. (2011), the fundamental PCA procedure is the following:

• The input data must be scaled before the PCA analysis. Feature scaling ensures that all the features

fall into the same range, this also ensures that attributes with large domains will not dominate

attributes with smaller domains.

• The next step is the computation of k orthogonal vectors that form a basis for the scaled input.

These vectors point in a direction perpendicular to one another (are orthogonal) and are referred to

as principal components.

• The principal components are sorted in order of decreasing significance. The first principal com-

ponent explains the most variance among the data, the second principal component explains the

next highest variance, and so on.

• Since the principal components are sorted in decreasing order of significance data dimensionality

can be reduced by removing the principal components that explain the least variance. The most

significant principal components should be able to capture the essential information of the input

data.

According to Abdi and Williams (2010), PCA can be mathematically defined as follows, assuming that

the input data is comprised of I samples and J features, the data can then be represented by the I × J

input matrix X . As stated the input data will be scaled before the analysis, so the columns of X will have

zero mean and unit norm. After feature scaling, the matrix XTX is a correlation matrix, the eigenvalues

and eigenvectors of this matrix may be used to describe the data. However, the eigendecomposition of

the correlation matrix is a slow procedure, a better option used in practice is to perform singular value

decomposition.

The matrix X has the following singular value decomposition:

X = P∆QT (5.1)
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where P is the matrix of left singular vectors, Q is the matrix of right singular vectors and ∆ is the

diagonal matrix of singular values. It is important to note that ∆ is proportional to the eigenvalues of

XTX , more specifically ∆2 is equal to λ (eigenvalues of the correlation matrix). The computation of the

sum of squared samples of a feature is performed to calculate the inertia of a feature as follows:

γ2
j =

I∑
n=i

x2
i,j (5.2)

The PCs are found using singular value decomposition, these are ordered by the amount of inertia

explained. The values of the PCs are called factor scores. The matrix of factor scores F is obtained as

follows:

F = P∆ (5.3)

The matrix Q might be interpreted as a projection matrix, the multiplication of X and Q results in the

values of the projections of the data samples onto the PCs. The matrix Q is responsible for the coefficients

of the linear combinations used to compute the values of the PCs (the factor scores). This can be proven

by combining equation 5.1 and equation 5.3 as follows:

F = P∆ = P∆QTQ = XQ (5.4)

5.2 Mann-Whitney U Test

Nonparametric statistical procedures assume no knowledge about the distribution of the population

and are extremely used in data analysis (Devore (2012)). The Mann–Whitney U test, also known as Mann–

Whitney–Wilcoxon (MWW) and Wilcoxon rank-sum test, is a nonparametric procedure that tests the null

hypothesis that two continuous distributions have the same median, essentially the null hypothesis H0

assumes that ũ1 = ũ2. According to Devore (2012), the steps to perform this statistical test are as follows:

(1) select the random samples from two populations, let n1 be the number of observations of the smaller
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sample, and n2 the number of observations of the larger sample, if the number of observations is of equal

size n1 and n2 may be randomly assigned; (2) arrange the n1+n2 observations in ascending order and

set a rank of 1, 2, ...., n1 + n2 for each observation, in case of a tie the rank of the observations is set

to be the mean of the ranks that the observations would have if they were dissimilar (e.g. if the third and

fourth observations have the same value the rank that should be assigned to both observations is 3.5);

(3) sum the ranks corresponding to the n1 and n2 observations, these sums are denoted by w1 and w2,

respectively. The total w1 + w2 only depends on the number of observations as follows:

w1 + w2 =
(n1 + n2)(n1 + n2 + 1)

2
(5.5)

So, after computing w1 it may be easier to compute w2 using the following formula:

w2 =
(n1 + n2)(n1 + n2 + 1)

2
− w1 (5.6)

The H0 may be rejected in favour of the alternative H1 that ũ1 ̸= ũ2 if w1 or w2 are sufficient small.

This decision, in practice, is usually based on the minimum value between U1 and U2.

U1 = w1 −
n1(n1 + 1)

2
(5.7)

U2 = w2 −
n2(n2 + 1)

2
(5.8)

The null hypothesis will then be rejected if the smaller value between U1 and U2, called the U value,

is less than or equal to the desired critical value given by the Table of critical values of the Mann-Whitney

U Test.

When the number of observations is large (both samples exceed 8 observations) the value of U1 (or

U2) can be obtained by approximating the normal distribution with mean and variance given by:

uU1 =
n1n2

2
(5.9)
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σ2
U1

=
n1n2(n1 + n2 + 1)

12
(5.10)

The Z -Score can then be used to infer the critical region and test H0.

Z =
U1 − uU1

σU1

(5.11)

5.3 Lasso

Lasso is a regression method that performs feature selection and regularization by shirking the co-

efficients towards zero. The shrinkage penalty makes a trade-off between bias and variance, the lasso

method usually results in higher bias to obtain lower variance (Hastie et al. (2009); James et al. (2013)).

According to Hastie et al. (2009), lasso coefficients are estimated by minimizing the residual sum of

squares and a shrinkage penalty as follows:

β̂lasso = argmin
β

{
1

2

N∑
i=1

(yi − β0 −
p∑

j=1

xijβj)
2 + λ

p∑
j=1

|βj|
}

(5.12)

where λ > 0 is a tuning parameter, as the value of λ increases the greater the impact of the shrinkage

penalty, causing the coefficients to approach zero. This penalty has the effect of forcing some coefficients

to be exactly zero, performing in this way feature selection. If the penalty is set to zero the Lasso becomes a

simple linear regression model. In classification problems instead of using linear regression other approach

is used to model the relationship between the input data and the specific outputs. The approach used for

classification problems is logistic regression.

In logistic regression a logistic function is used to model the probability that a specific input x results

in a given output y ∈ {0, 1}. According to James et al. (2013), p(x) can be given as follows:

p(x) =
eβ0+βx

1 + eβ0+βx
(5.13)

The coefficients β0 and β = {β1, ..., βn} are estimated based on the training observations. The
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general approach to find the coefficients that best fit the observations is to maximize the log-likelihood.

For simplification assuming that β = {β0, β1, ..., βn} where n is the number of features and assuming

that the vector of inputs xi includes a constant term 1 to accommodate the intercept term β0 the log-

likelihood can be written as follows:

ℓ(β) =
N∑
i=1

{
yiβ

⊤xi − log(1 + eβ
⊤xi)

}
(5.14)

where N is the number of observations.

According to Hastie and Qian (2014), lasso can be used with logistic regression by minimizing the

negative of the log-likelihood and the shrinkage penalty as follows:

β̂lasso = argmin
β

{
−

[ N∑
i=1

{
yiβ

⊤xi − log(1 + eβ
⊤xi)

}]
+ λ|β|

}
(5.15)

5.4 Step-Wise Selection

Feature selection can also be performed with the assistance of a statistical method or learning algo-

rithm and a metric that evaluates the significance of each feature for the classification task being tackled.

The usual choice is to use logistic regression as the learning algorithm and the coefficient of determination

(denoted R2 or the adjusted R2) as the evaluation metric. However, other approaches can be used, for

example, the significance of features achieved by statistical methods. (James et al. (2013)).

According to James et al. (2013) there are two possible approaches, forward step-wise selection

or backward step-wise selection. In forward selection, we start with no features and at each step the

feature that increases the chosen significance metric the most is added, when including features no longer

increases the performance the process is stopped. In backward selection we start by feeding the learning

algorithm with all of the features, then at each step the least significant feature is excluded. The process

is stopped when removing a feature no longer increases the performance of the algorithm.

In this work, the adopted metric was the significance value achieved by the Mann-Whitney U-test. The
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approach worked as follows, the significance value of all features was assessed using the Mann-Whitney

U-test, then a backward step-wise selection was performed where at each step the performance of the

selected features was assessed and the feature that presented the least significance was removed, this

procedure was performed until there is only one feature left (the one that achieved the highest significance

value). The subset of features that achieved the best performance is selected.

5.5 Information Gain

Information gain (IG) measures the difference in the impurity of a dataset before and after it is split by

a feature Xm. The Gini index or entropy can be used to measure the amount of impurity in data. These

two impurity measuring methods are often used in the training process of Decision Trees (DTs) algorithms.

Decision Trees are able to use these methods to retrieve the importance of features. Information gain is

then a key concept behind DT algorithms (James et al. (2013), Louppe et al. (2013)).

To understand how IG is used to develop DTs algorithms a brief overview of the DTs structure and

learning process is presented next.

5.5.1 Decision Trees

Decision trees are input/output models that are represented by a tree structure, these models can

be used to perform classification tasks and feature selection. Let the input set of vectors (x1, ..., xp),

where p is the number of features, be an input array denoted by X , a decision tree takes this input data

and their corresponding output vector y ∈ [0, 1, ..., C], where C is the number of classes, and learns a

set of splitting rules that can later be applied to perform classification. Each node t in the decision tree

represents a subspace of the input data X , the root node is represented by all the input data X . Starting

at the root, nodes are labeled according to a binary split test that divides their input data into two subsets

(e.g. st = (xm < c), where xm represents the value of the m feature and c is the threshold value).
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Dividing a node results in two children nodes tL and tR. A node is called a terminal node or leaf if it does

not have any children nodes, these nodes are then labeled with the value of the most commonly occurred

class in the respective data subset. The predicted output ŷ is then the label of the leaf node reached by

an input observation when propagated through the tree (James et al. (2013), Louppe et al. (2013)).

To build a decision tree, according to Louppe et al. (2013), one takes a sample of sizeN from the input

data and implements a recursive procedure that identifies at each node t the split test st that maximizes

the decrease of some impurity measure i(t) (Gini index or entropy). The difference of impurity at each

node can be computed by:

∆i(s, t) = i(t)− pLi(tL)− pRi(tR) (5.16)

where pL = NtL/Nt, pR = NtR/Nt (Nt is the number of input samples of node t). The construction of

the decision tree terminates when all features are locally constant or all nodes are leafs (also called pure

nodes).

The Gini index and the entropy of a set of samples with C classes are respectively given by:

IG(t) = 1−
C∑
c=1

N2
tc (5.17)

IE(t) = −
C∑
c=1

Ntc log(Ntc) (5.18)

where Ntc is the fraction of samples from the t node labelled with the cth class.

Unfortunately, DTs suffer from a high variance problem that negatively impacts the accuracy and

robustness of the algorithm. However, this problem can be solved by aggregating many DTs, this is called

bagging and it tackles the high variance problem (James et al. (2013)).

Bagging and Random Forests

Bagging is an ensemble method developed by Breiman (1996) that introduces random perturbations

into the learning procedure of decision trees. It generates multiple training sets from the original data

by picking observations at random with replacement, the different training sets are used to build a vast
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number of decision trees, the resulting predictions are then combined to reach a final prediction (generally

in classification the class with most predictions is chosen as the final prediction) (James et al. (2013)).

In 2001, Breiman presents an extension of the bagging technique known as Random Forests (RFs)

(Breiman (2001)). This method combines bagging and a randomized selection of the input features to

build a large number of de-correlated trees. Basically, the key idea behind RFs is to further increase the

variance reduction achieved with bagging by reducing the correlation between the built trees. Random

Forest algorithms at each node selects a random subset of the input features and finds which of these

features best splits the data. According to Hastie et al. (2009) the algorithm is as follows:

1. For b = 1 to B (number of trees to build):

(a) Draw a random training set Z of size N from the input data (Bagging).

(b) Build, using Z, a random forest tree Tb by recursively repeating the following steps for each

node of the tree:

i. Select m features at random from the p features.

ii. Pick the best feature/split point among the m features.

iii. Split the node into two children nodes.

2. Output the random forest of trees {Tb}B1

A prediction is then made based on the following, let Ĉb(x) be the class predicted by the bth random

forest tree, the final prediction of the RF algorithm is then ĈRF (x) = majority vote {Ĉb(x)}B1 .

Random Forests can be used to infer feature importance. To compute feature importance the informa-

tion gain that each feature provides can be added up and then averaged over all B trees of the RF. So, the

importance of a feature Xm can be calculated by adding up the weighted impurity decrease p(t)∆i(st, t)

(where p(t) is the proportion Nt/N of samples reaching node t) at all the nodes t where Xm is used,

averaged over all B trees of the random forest (Breiman (2001), Louppe et al. (2013)).
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5.6 Support Vector Machines

Support vector machines (SVMs) are one of the most used machine learning algorithms and have

shown promising results when applied to the classification of neurological disorders using various type of

data (Orrù et al. (2012), Md. Tahir and Manap (2012), Haller et al. (2012), Wahid et al. (2015)).

This algorithm was first developed by Vladimir Vapnik in 1963 but only presented in 1992 by Boser,

Guyon, and Vapnik (Boser et al. (1992)). The main idea behind SVMs is the search of a hyperplane that

best separates the samples from different classes.

An SVM uses a subset of the training samples to find the hyperplane with the maximum margin

between the different classes, this optimal hyperplane is determined by applying the method of Lagrange

multipliers. The training samples that help to determine the optimal hyperplane are called the support

vectors (Vapnik (2000), Mohri et al. (2012), Han et al. (2011)).

Let’s considerer the following dataset D:

D = {xk, yk}k=m
k=1 (5.19)

where x ∈ Rm is the kth vector of dimension m and yk is the corresponding binary label, yk ∈ {−1, 1}.

Assuming that the samples drawn from the dataset can be linearly separable the problem can be for-

mulated as finding the optimal hyperplane that separates the training samples with the maximum margin.

According to Mohri et al. (2012), the general equation of a hyperplane in Rm is:

w · x+ b = 0 (5.20)

where w ∈ RN is a non-zero vector normal to the hyperplane and b ∈ R is a scalar often refereed to as

a bias.

Any sample xk with a positive label point yk that lies above the hyperplane satisfies:

w · xk + b > 0 for yk = +1 (5.21)

64



CHAPTER 5. THE IMPLEMENTED STATISTICAL AND MACHINE LEARNING METHODS

And, any sample xk with a negative label point yk that lies below the hyperplane satisfies:

w · xk + b < 0 for yk = −1 (5.22)

However, this is not an optimal solution, samples should not only be to the right or to the left of the

hyperplane. The desired solution is one that finds the hyperplane with the largest margin leading to a

better generalization. The distance from the hyperplane to the closest samples on either side is called the

margin. The goal is to maximize the margin, this goal can be achieved by finding a vector w and a bias b

such that:

H1 : w · xk + b ≥ 1 for yk = +1 (5.23)

H2 : w · xk + b ≤ −1 for yk = −1 (5.24)

Any sample that falls on hyperplane H1 belongs to the positive label +1 and any sample that falls on

or below H2 belongs to the negative label −1. Equation 5.23 and equation 5.24 can be combined and

rewritten as:

yk(w · xk + b) ≥ 1 (5.25)

The training samples that fall on the hyperplanes H1 or H2 are called support vectors. The width of

the margin (called ρ) is given by the distance between two support vectors of different labels xp and xn

as follows:

ρ = (xp − xn) ·
w

∥w∥
(5.26)

Since xp · w = 1− b and xn · w = 1 + b equation 5.26 can be simplified to:

ρ =
2

∥w∥
(5.27)

According to 5.27 maximizing the margin of the hyperplane ρ is equivalent to minimizing ∥w∥ or
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1
2
∥w∥2. The solution to the maximization problem can then be expressed as the following convex opti-

mization:

min
w,b

1

2
∥w∥2

subject to: yk(w · xk + b) ≥ 1,∀i ∈ [1,m]

(5.28)

This is a constrained optimization problem that has a unique solution, a very important property for

a machine learning algorithm. Lagrange Multipliers can be used to find the solution of this optimization

problem. The Lagrangian can then be defined as follows:

L =
1

2
∥w∥2 −

m∑
k=1

αk[yk(w · xk + b)− 1] (5.29)

where αk represents the Lagrange multipliers.

The Karush-Kuhn-Tucker conditions are obtained by taking the partials derivatives of the Lagrangian

with respect to the primal variables w and b and setting them to zero as follows:

∇wL = w −
m∑
k=i

αkykxk = 0 =⇒ w =
m∑
k=i

αkykxk (5.30)

∇bL = −
m∑
k=i

αkyk = 0 =⇒
m∑
k=i

αkyk = 0 (5.31)

To derive the dual form of the constrained optimization problem presented in equation 5.28, we plug

equations 5.30 and 5.31 into the Lagrangian yielding the following:

L =
m∑
k=1

αk −
1

2

m∑
k,j=1

αkαjykyj(xk · xj) (5.32)

Analysing equation 5.32 it can be concluded that the optimization only depends on the dot product of

pairs of samples that are selected as support vectors. Equation 5.30 can then be used to determine the
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decision boundary d of a test sample xt returned by the SVM as follows:

d(xt) = sgn(w · xt + b) = sgn(
m∑
k=1

αkyk(xk · xt) + b) (5.33)

Not all classification problems are linearly separable, but the methods explained above can be ex-

tended to deal with non-linear classification problems. These extensions consist of the transformation of

the original input data into a higher dimensional space using a non-linear mapping. In this new higher di-

mension space the SVM can search for a linear separating hyperplane using the described technique. The

maximal margin hyperplane found in the higher space corresponds to a non-linear separating hyperplane

in the original space (Han et al. (2011)).

When solving the optimization problem previously described the training samples only appear in the

form of dot products, to extend the linear problem one performs the following computation ϕ(xk) ·ϕ(xj),

where ϕ(x) is the non-linear mapping function. This dot product is equivalent to the application of a

kernel function K(xk, xj). According to Han et al. (2011), this process can be represented by the

following equation:

K(xk, xj) = ϕ(xk) · ϕ(xj) (5.34)

Applying the kernel function to the optimization formula results in the following:

L =
m∑
k=1

αk −
1

2

m∑
k,j=1

αkαjykyjK(xk, xj) (5.35)

In this dissertation the following kernel functions are used:
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Linear kernel K(xk, xj) = x⊤
k · xj (5.36)

Polynomial kernel of degree h: K(xk, xj) = (γ xk · xj + δ)h (5.37)

Gaussian radial basis function kernel: K(xk, xj) = −γ∥xk − xj∥2 (5.38)

Sigmoid kernel: K(xk, xj) = tanh(γ xk · xj + δ) (5.39)

5.7 Multiple Layer Perceptron

Multiple Layer Perceptron (MLP) is a feedforward neural network model whose goal is to approximate a

function f ∗. Let’s consider the following classification problem y = f ∗(x), the goal of a MLP is to define

a mapping y = f(x; θ) and learn the values of the parameters θ that result in the best approximation of

f ∗(x) (Haykin(2009), Goodfellow et al.(2016)).

These models are described as feedforward because the information flows from the input nodes (also

known as neurons) to the output nodes, there are no feedback connections in the sense that the output

value of a node is never fed back into itself or into nodes that appear earlier in the model. These models

are described as networks in the sense that they are represented by a composition of functions. For

example, a MLP might be represented by three functions f (1), f (2) and f (3) connected in a chain to form

f(x) = f (3)(f (2)(f (1)(x))), in this example f (1) is called the first layer of the network, f (2) is the second

layer, and so on. The final layer of the neural network is called the output layer (Goodfellow et al.(2016)).

These networks are constituted by an input layer, one or more hidden layers and one output layer, all

these layers have various nodes that are connected to the nodes of the following layer. To increase the

modeling power of these models every node in the network, except the input nodes, requires an activation

function. The activation function is used to compute the output value of a node, these functions must

be differentiable and non-linear which allows the representation of non-linear behavior between the input

data and the output. All these characteristics allow MLP models to be universal approximators, with
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only one hidden layer and sufficient number of hidden nodes an MLP is able to represent any function

(Haykin(2009)). The output of a neuron yj is then based on the following:

zj =
N∑
i=0

w
(l)
ji y

l−1
i (5.40)

g(zj) =
1

1 + exp−zj
(5.41)

yj = g(zj) (5.42)

where N represents the number of nodes in the previous layer l− 1, w(l)
ji is the synaptic weight from

node i in layer l− 1 to node j in layer l, the synaptic weight w(l)
j0 represents a bias bj , yl−1

i is the output

of neuron i in the previous layer l − 1, zj represents the inner output value of the node j and g(zj)

represents the output of the sigmoid activation function. There are various activation functions that can be

used, some examples are sigmoid, hyperbolic tangent, radial basis function, rectifier linear unit (ReLU),

among others.

A recent study concluded that ReLU achieved the best performance when compared with the other ac-

tivation functions (Glorot et al.(2011)). Based on this study the used activation function in this dissertation

is the ReLU activation function formulated as follows:

g(zj) = max(0, zj) (5.43)

Multiple Layer Perceptron is a supervised learning algorithm, given an input vector x the MLP model

should produce a value similar to the desired output y. To learn the mapping from the input data to the

desired output the model must decide how to tune the parameters θ (synaptic weights) to achieve the

desired output. The goal is to minimize a cost function that describes the performance of the network, if

all training examples are correctly classified the cost function is close to zero, otherwise, if the network is

classifying the training examples poorly the cost function will have a large value. Various cost functions

are used depending on the problem at hand, examples include cross entropy, mean squared error, among

others. This work uses cross entropy as the loss function, cross entropy has shown superior results
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for classification purposes compared to other loss functions (Golik et al.(2013)). Cross entropy can be

mathematically described as follows:

J(θ) = −
M∑
i=0

p(i) log(q(i)) (5.44)

where M is the number of classes, p(i) is the correct probability value for class i and q(i) is the predicted

probability value for class i.

The MLP is trained to obtain the minimum cost function over the training examples. The procedure is

as follows: (1) the MLP is designed where the number of hidden layers, hidden nodes, and output nodes is

chosen and the synaptic weights are randomly initialized to values close to zero; (2) the training samples are

propagated through the network and the cost function J(θ) is calculated; (3) Finally, the weights must be

tuned to reduce the cost function. To tune the weights and reduce the cost function the network performs

backpropagation alongside a learning algorithm such as stochastic gradient descent. Backpropagation

is used to compute the gradient of the cost function with respect to the learning parameters ∇θJ(θ).

Stochastic gradient descent is then used to tune the weights using the calculated gradients. According

to Haykin(2009), the learning process is then composed of two steps, first backpropagation calculates

the gradient of the cost function with respect to a synaptic weight wji using the chain rule of calculus as

follows:

∂J(wji)

∂wji

=
∂J(wji)

∂yj

∂yj
∂zj

∂zj
∂wji

(5.45)

the calculated gradient is then used by stochastic gradient descent (or other learning algorithm) to tune

the synaptic weight wji as follows:

wji = wji − α
∂J(wji)

∂wji

(5.46)

where α represents the learning rate (LR) parameter. The learning rate determines how big of an update

is performed to the parameters, this value is found empirically.

Finding a good learning rate can be an extremely difficult problem, a small learning rate might be

too slow to converge while a large learning rate might overshoot and fluctuate around the minimum. To
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address this problem variants of gradient descent were developed, these include Momentum (Qian (1999)),

Adagrad (Duchi et al. (2011)), Adadelta (Zeiler (2012)), Adaptive Moment Estimation (Adam) (Kingma and

Ba (2014)), among others. In this dissertation the used optimization algorithm was Adam, this optimizer

seems to outperform the others in various tasks (Kingma and Ba (2014)). According to Kingma and Ba,

this learning algorithm works by computing adaptive learning rates. The optimizer stores an averaged of

past gradients and squared gradients, computes a bias-corrected estimate and uses these averages to

update the parameters, this algorithm can be described by the following:

gt = ∇θJ(θt−1) (5.47)

mt = β1mt−1 + (1− β1)gt (5.48)

vt = β2vt−1 + (1− β2)g
2
t (5.49)

m̂t =
mt

(1− βt
1)
v̂t =

vt
(1− βt

2)
(5.50)

θt = θt−1 −
α m̂t

(
√
v̂t + ϵ)

(5.51)

where t represents the time-step, gt represents the gradients at time-step t,mt represents the first moment

estimate, vt represents the second moment estimate, m̂t and v̂t represent the bias-corrected estimates,

α represents the learning rate, β1, β2 ∈ [0, 1] represent the exponential decay rates, βt
1 and βt

2 denote

β1 and β2 to the power t and finally, ϵ prevents a zero division. The advised default values for these

parameters are α = 0.001, β1 = 0.9, β2 = 0.999 and ϵ = 10−8.

5.8 Deep Belief Network

A Deep Belief Network (DBN) is a generative model that is constituted by many layers of latent vari-

ables. There are no intralayer connections and every node in each layer is connected to every node in
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the neighboring layer (Goodfellow et al. (2016)). The introduction of these neural networks in 2006 by

Hinton et al. led to the current deep learning renaissance. Deep Belief Networks are built in two separate

stages. In the first stage, the DBN is constructed by stacking a number of Restricted Boltzmann Machines

(RBMs) that are trained in a greedy layer-wise fashion, this stage is denoted as unsupervised learning. In

the second stage, the weights obtained in the first stage are further fine-tuned taking into account label

information, this stage is denoted as supervised fine-tuning (Hinton et al. (2006)).

An RBM is an undirected probabilistic graphical model that contains a layer of visible nodes and a single

layer of hidden nodes. The connections between the visible nodes and the hidden nodes are undirected

and there are no intralayer connections. Restricted Boltzmann machines are common building blocks

of deep models and are used to build DBN models (Goodfellow et al. (2016), Fischer and Igel (2012)).

According to Fischer and Igel (2012), defining the visible nodes of an RBM as v = (v1, v2, ..., vm) where

m is the number of visible nodes and the hidden nodes as h = (h1, h2, ..., hn) where n is the number

of hidden nodes, the joint probability distribution of the RBM can be described by the following:

p(v, h) =
1

Z
e−E(v,h) (5.52)

where Z is a normalizing constant of the form

Z =
∑
v

∑
h

e−E(v,h) (5.53)

and E(v, h) is the energy functions of the form

E(v, h) = −
n∑

i=1

m∑
j=1

wijhivj −
m∑
j=1

bjvj −
n∑

i=1

cihi (5.54)

where wij is the weight value between the visible node vj and hidden node hi. The bias terms bj and ci

are associated with the visible node vj and hidden node hi, respectively.

The standard way of estimating the weight parameters is by using maximum-likelihood estimation to

maximize p (v | θ) where θ = (b, c, w). This training process tries to find the parameters that maximize

the likelihood given the training samples. However, in practice, this process is not efficient, a different

training process called contrastive divergence learning is then the standard training process for RBMs.
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Contrastive divergence (CD or CD-k where k indicates the number of Gibbs steps) approximates the

log-likelihood gradient. According to Hinton (2012) given a training sample v CD starts by computing the

probability of turning ON a hidden unit i as follows:

p(hi = 1|v) = σ(ci +
∑
j

vjwij) (5.55)

where σ is the logistic function σ(x) = 1
(1+e−x)

. This process is repeated until all hidden units are

sampled. The next step is to sample new visible nodes by computing the probability of turning ON a visible

unit j given the hidden vector h as follows:

p(vj = 1|h) = σ(bj +
∑
i

hiwij) (5.56)

The process of computing these two probabilities is called a Gibbs step. Performing only 1 Gibbs step

works well in practice and is denoted by CD-1. Let the original vectors be denoted as v(0) and h(0) and

the reconstructed vectors be denoted as v(1) and h(1). The weights are then updated using the following

equation:

∆w = α (⟨v(0)h(0)⟩data − ⟨v(1)h(1)⟩recon) (5.57)

where α denotes the learning rate.

Deep belief networks can now be better understood after this explanation about RBMs and their training

process. A DBN is developed by stacking RBMs, the training of these RBMs is done in a layer-wise greedy

fashion where each RBM is trained at a time. After training the first RBM its hidden layer is used as the

visible layer of the second RBM, this process is repeated for subsequent RBMs.

After this first training stage the DBN can be further developed for classification by adding an output

layer and fine-tuning its weights using the same methods that are applied to train a MLP. The DBN can

then be trained using back propagation and gradient descent. This is know as the second development

stage of a DBN and it is called supervised fine-tuning (Hinton et al. (2006)).
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5.9 Convolutional Neural Network

Convolutional Neural Networks (CNNs) was developed in 1989 by LeCun et al. to perform automatic

recognition of handwritten zip code digits provided by the U.S. Postal Service (LeCun et al. (1989)). These

networks are used to process data of a grid-like structure nature, these models are able to process time-

series which can be thought of as a 1D grid of values taken at different time-steps and imaging data which

can be thought of as a 2D grid of pixel values or a 3D grid if the color channel is included (Goodfellow

et al. (2016)).

As the name indicates the key idea behind CNNs is the convolution operations that are performed

to the input data. A CNN is composed of three processing layers, these are the following: convolutional

layers, pooling layers, and fully connected layers (Goodfellow et al. (2016)).

5.9.1 Convolutional layer

A convolutional layer is the first layer of a CNN model, these layers are based on the discrete convolution

operation. The operation performed by a convolutional layer is the following, an input D represented by

a 2D array of size n1 × n2 is convolved with a filter (also called kernel) of size a × a. The filter slides

across the input D according to the stride parameter. The output of a convolutional layer is a collection

of feature maps of size q1 × q2, the number of generated feature maps is given by the number of filters i.

According to Stutz ((2014)), the ith feature map of the lth convolutional layer denoted C
(l)
i is computed

as follows:

C
(l)
i = B

(l)
i +

a
(l−1)
i∑
j=1

K
(l−1)
ij ∗ C(l−1)

j (5.58)

where B(l)
i is the bias, K(l−1)

ij is the filter of size a×a that connects the jth feature map in layer (l− 1)

with the ith feature map in layer l, and C
(l−1)
j represents the jth feature map of layer l − 1. The input

of the first convolutional layer (l = 1) is the input data D, that is C(0)
1 = D.
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After the convolution layer, an activation function is applied to the features maps, the output of the ith

feature map is given as follows:

Y
(l)
i = g(C

(l)
i ) (5.59)

where g(x) represents an activation function. The activation function used in this work was ReLU.

The main benefit of convolutional layers is the ability to learn different patterns from the data by tuning

the values of the filters, for example when performing classification of different digits the CNN can tune

the filters to identify vertical lines, horizontal lines, circles among other features (Goodfellow et al. (2016)).

5.9.2 Pooling layer

In a CNN model, the pooling layer always follows the convolutional layer, the objective of the pooling

layer is to replace features maps’ output values at a certain location with a statistical summary of the

nearby values reducing the dimensionality of the feature maps. This objective is achieved using a mask

of size b × b to perform a pooling operation on each of the feature maps. The most common pooling

operations are the maximum pooling and averaging pooling. In this work the maximum pooling operation

is used, this operation outputs the maximum value within a neighborhood (Goodfellow et al. (2016), Stutz

(2014)). The maximum pooling mask size used in this work was 2× 2.

The pooling operations are able to increase the model’s robustness to noise and distortions. After the

pooling operations, the representations of the feature maps are able to become approximately invariant

to small translations of the input. The pooling layer is then essential to improve the performance of the

network on subsequent unseen data. Note that no learning takes place at the pooling layers, the only

objective is to summarize the output responses over a neighborhood (Goodfellow et al. (2016)).
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5.9.3 Fully connected layers

The final blocks of a CNN are the fully connected layers, after all the convolutional and pooling stages

the output of the last pooling layer is flattened and given as input to fully connected layers, in order words

the output of the last pooling layer is fed into an MLP. The MLP is the final block of a CNN, the outputs of

the pooling layers are flattened and propagated according to the MLP equations described previously. A

cost function (e.g. cross-entropy) is used to measure the discrepancy between the output of the network

and the ground-truth (class labels) and the weights of the CNN are updated using backpropagation and

Adam optimization method previously described (Goodfellow et al. (2016)).

Convolutional Neural Networks have been extremely successful when working with grid-structure data

but these models are mostly indicated to process imaging data. The most successful architectures for

processing time-series are Recurrent Neural Networks (Goodfellow et al. (2016)). These are described in

the following Section 5.10.

5.10 Recurrent Neural Network

Recurrent Neural Networks (RNNs) are a class of neural networks that specialize in processing se-

quential data. These neural networks have a chain-like structure and can be used to process time series

and predict their outcome (Goodfellow et al. (2016)). The key idea behind RNNs consists of sharing pa-

rameters across different parts of a model, basically, an RNN can be thought of as an MLP that allows

recurrent connections between hidden nodes. A traditional fully connected feed-forward neural network

(e.g. MLP) analyses input data separately resulting in separate parameters for each input. Contrarily, a

RNN shares the same parameters across the different time steps (Goodfellow et al.(2016), Graves(2012)).

According to Goodfellow et al. (2016), considering a sequence that contains vectors x(t) with the time

index t ranging from 1 to τ . The value of a hidden node can be defined as follows:

h(t) = f(h(t−1), x(t); θ) (5.60)
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where h(t) represents the state of a hidden node and θ represents the parameters of the network. The

hidden state is then able to save a ”memory” of previous inputs and therefore influence the output of the

network.

According to Graves(2012), the forward pass of an RNN is similar to that of an MLP, the major difference

is that the hidden nodes receive two input signals. Given an RNN with I input nodes, H hidden nodes

and K output nodes, the forward pass can be computed as follows:

u
(t)
h =

I∑
i=1

wihx
(t)
i +

H∑
h=1

whhz
(t−1)
h (5.61)

where wih represents the weights between the input vector x and the hidden node h, whh represents the

weights between hidden node h at time step t− 1 and t and ut represents the internal value of h at time

step t. The output value z
(t)
h of the hidden node h is computed by applying an activation function g(x)

as follows:

z
(t)
h = g(u

(t)
h ) (5.62)

The output value a(t)k at time step t is then computed as:

a
(t)
k =

H∑
h=1

whkz
(t)
h (5.63)

z
(t)
k = g(a

(t)
k ) (5.64)

The loss of an RNN is usually the sum of the time step losses:

J(θ) =
τ∑

t=1

J(θ) (5.65)

where the J(θ) represents the cost function, similarly to the MLP case the chosen cost function is usually

the cross entropy for classification problems.

The training process of an RNN is relatively analogous to the MLP training, backpropagation can be

used to calculate the gradients of the cost function with respect to the parameters. In the RNN case, this

algorithm is known as backpropagation through time (BPTT), this algorithm operates on the premise that
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the temporal operation of an RNN can be unfolded into an MLP, this condition allows the application of

standard back-propagation (Haykin(2009)). The gradients of an RNN are then easy to compute, but these

neural networks are very difficult to train in practice, especially on long term dependency problems, due

to the vanishing or exploding gradient problem where the influence of the early time-steps either decays

or blows up exponentially as the sequence is processed by the network (Pascanu et al.(2013), Bengio

et al.(1994), Sutskever(2014), Hochreiter(1991)).

The problem is that when applying backpropagation from z
(t)
h to z

(t−1)
h a multiplication by W⊤

hh is

performed, this means that many factors of W⊤
hh are involved in the gradient computation of z(0)h . The

value of the gradients will either vanish or explode depending on the magnitude of W⊤
hh. According to

Sutskever(2014), this can be described as follows:

∂J

∂Whh

=
τ∑

t=1

dz
(t)
k z

(t−1)⊤
h (5.66)

where

dz
(t)
k = (

τ∏
t=1

W⊤
hh g

′(z
(t)
k )) (5.67)

If the values of Whh are small the contributions of the past inputs of the time-series will rapidly

diminish towards zero as t increases. Many attempts were made to solve the vanishing gradient problem

of RNN, and the most favored to tackle the long term dependencies is the Long Short-Term Memory (LSTM)

architecture.

5.10.1 Long Short-Term Memory

An LSTM is based on the idea of creating paths through time that have derivatives that neither vanish

or explode. This architecture was developed in 1997 by Hochreiter and Schmidhuber, since then it has

been further developed and applied to various fields with a high degree of success. The key idea behind

LSTMs is the cell state which has a linear self-loop controlled by different gates, more specifically the forget

gate and the input gate. The output of these models is computed by the output gate.
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According to Goodfellow et al.(2016) the operations of an LSTM can be described by the following

equations:

Forget Gate: f
(t)
i = bfi +

I∑
j=1

U f
i,j x

(t)
j +

K∑
j=1

W f
i,j h

(t−1)
j (5.68)

f
(t)
i = σ(f

(t)
i ) (5.69)

Input Gate: s
(t)
i = σ(bsi +

I∑
j=1

U s
i,j x

(t)
j +

K∑
j=1

W s
i,j h

(t−1)
j )⊙ C̃

(t)
i (5.70)

C̃
(t)
i = tanh(bci +

I∑
j=1

U c
i,j x

(t)
j +

K∑
j=1

W c
i,j h

(t−1)
j ) (5.71)

Cell State: C
(t)
i = (f

(t)
i ⊙ C

(t−1)
i ) + s

(t)
i (5.72)

Output Gate: o
(t)
i = σ(boi +

I∑
j=1

U o
i,j x

(t)
j +

K∑
j=1

W o
i,j h

(t−1)
j ) (5.73)

h
(t)
i = o

(t)
i ⊙ tanh(C(t)) (5.74)

where b, U , W are the bias, input weights and recurrent weights of the LSTM gate respectively, σ repre-

sents the sigmoid functions, tanh represents the hyperbolic tangent functions, f (t)
i represents the forget

gate for time step t and cell i, s(t)i represents the input gate for time step t and cell i, C̃(t)
i represents

the new cell state candidate values for time step t and cell i, C(t)
i represents the cell state for time step t

and cell i, o(t)i represents the output gate for time step t and cell i and h
(t)
i represents the hidden value

of hidden node i at time step t.
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Like the classical RNNs, an LSTM can be trained using backpropagation and gradient descent. The

vanishing gradient problem is tackled because the LSTM cell state provides a way for the gradient to flow

uninterruptedly which allows the network to learn long term dependencies (Goodfellow et al.(2016)).

5.11 Clustering

Clustering analysis refers to a vast set of methods related to segmenting or partitioning a set of obser-

vations into subsets or clusters such that the observations within each cluster are similar to one another

and dissimilar to observations in the other clusters. Clustering is a form of unsupervised classification

where each cluster aims to capture distinct properties of the input observations dividing the data into dif-

ferent subsets. This type of learning is sometimes referred to as data-driven because the characteristics

of the subsets arise from the data (Han et al. (2011), Everitt et al. (2011)).

Clustering analysis can be extremely useful when trying to detect previously unknown groups within

the data and has been widely applied to many applications ranging from business intelligence to biology

(Han et al. (2011)).

Different techniques are available to perform clustering analysis, the two clustering approaches most

used in practice are K-means clustering and hierarchical clustering. These methods can be used as a

standalone tool or it may serve as a preprocessing step for other algorithms such as classification methods.

(Hastie et al. (2009), James et al. (2013)).

5.11.1 K-Means Clustering

K-means clustering is one of the popular approaches for segmenting a data set D of n observations

into K distinct non-overlapping clusters, where K 6 n. In other words, this method divides the data into

K clusters such that each cluster contains at least one observation. According to James et al. (2013),

considering that C1, ..., Ck denotes the different clusters the K-means method satisfies the following
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properties:

1. C1 ∪ C2 ∪ ... ∪ Ck = 1, ..., n. This property means that each observation belongs to one of the

k clusters.

2. Ck ∩ Ck′ = ∅ for all k ̸= k′. This property that the clusters do not overlap, an observation can

only belong to one of the K clusters.

An objective function is used to assess the quality of the created clusters, the objective is that the

observations within a cluster are similar to one another and dissimilar to observations in the other clusters,

in other words, the objective is high intracluster similarity and low intercluster similarity. The quality of a

cluster can be assessed by the within-cluster variation (Wcv), for a cluster Ck the Wcv(Ck) is a measure

of the amount by which the observations within the k cluster differ from each other. According to James

et al. (2013), the objective of K-means is to minimize the Wcv, this can be expressed as follows:

min

( K∑
k=1

Wcv(Ck)

)
(5.75)

Solving 5.75 results in partitioning the observations into K clusters such that the within-cluster vari-

ation summed over all clusters is as low as possible. The within-cluster variation of a cluster Ck can be

defined using the squared Euclidean distance as follows:

Wcv(Ck) =
1

|Ck|
∑

i,i′∈Ck

p∑
j=1

(xij − xi′j)
2 (5.76)

where |Ck| represents the number of observation in cluster k and p represents the number of features.

The K-Means optimization can then be defined by combining 5.75 and 5.76 as follows:

min

( K∑
k=1

1

|Ck|
∑

i,i′∈Ck

p∑
j=1

(xij − xi′j)
2

)
(5.77)

The process of finding the global minimum of the optimization problem is extremely difficult, there are

almost Kn ways to subdivide the n observations into K clusters. Unless the number of K or n is small

the number of iterations that must the conducted to find the global optimum is huge, so in practice an

algorithm that finds a local optimum by defining centroids (a centroid is the center of a cluster) is used
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to tackle the optimization problem with excellent results. According to Han et al. (2011) the algorithm is

defined as follows:

Algorithm Input:

• K: the number of clusters;

• D: a dataset of n observations

Algorithm:

1. Arbitrarily choose K observations from D as the initial cluster centroids.

2. Repeat the following steps until convergence:

(a) Re(assign) each observation to the cluster to which the observation is most similar based on

the Euclidean distance to the centroid.

(b) Update the cluster centroid, that is for each cluster compute the mean value of the observa-

tions and set it as the new centroid.

The K-Means algorithm is not guaranteed to converge to the global optimum it instead often terminates

at a local optimum and the result depends on the initial cluster assignment. It is then important to run

the algorithm multiples times using different initial configurations, then all solutions are analysed and the

best solution, that is the one that results in the smallest within-cluster variation, is selected.

As described, the number of clusters is a parameter that must be given explicitly. The optimal number

of clusters is often an ambiguous number and there are many possible ways to estimate it. The most

common method to determine the number of clusters is the elbow method. This method is based on the

observation that increasing the number of clusters diminishes the within-cluster variation. As the number

of clusters increases the within-cluster variations decreases because more clusters allow the segmentation

of the data into more cohesive subsets, however, the decrease of within-cluster variation may start to stall

after a certain number of clusters. Consequently the elbow method plots the measures of the within-cluster

variance with respect to the number of clusters and finds the point (number of clusters) in the curve where

the decrease of the within-cluster variance starts to stall, this point is then chosen as the optimal number

of clusters (Han et al. (2011), Hastie et al. (2009)).
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5.11.2 Hierarchical Clustering

Hierarchical clustering is an alternative approach to K-means clustering that does not require the

definition of the number of clusters in advance. The data observations are grouped into a hierarchy that

results in a tree-based representation called a dendrogram. This clustering method works by creating a

hierarchy, at each level of the hierarchy the created clusters are based on clusters created at the level

below. At the lowest level, all observations represent a cluster and at the highest level, there is only one

cluster containing all the observations (James et al. (2013)).

There are two approaches to hierarchical clustering, these are agglomerative (bottom-up) and divisive

(top-down). The agglomerative approach starts at the lowest level and at each level a pair of clusters are

merged into a single cluster, the pair of chosen clusters consists of the two most similar subsets. On

the contrary, divisive methods start at the highest level and at each level clusters are split into two new

clusters. The split is chosen to produce two clusters with the largest intercluster dissimilarity (Hastie et al.

(2009), Han et al. (2011)).

The levels of the hierarchy represent a particular grouping of the observations into clusters, the hier-

archy represents an ordered sequence of the clustering. The user then decides which level represents the

best representation of the data.

The interpretation of the dendrogram is essential for choosing the optimal number of clusters, the

dendrogram starts at the leaves and combines clusters up to the trunk. The vertical axis represents the

similarity of the clusters, at the lowest level each observation is a cluster, as we move across the vertical

axis branches are fused with leaves or other branches, the lower in the vertical axis a fusion occurs the

more similar the groups of observations are to each other. Fusion at the end of the vertical axis can

represent the clustering of dissimilar observations. In summary, observations that fuse at the bottom of

the vertical axis are similar to each other, otherwise, observations that fuse at the top of the vertical axis

are quite different from each other. Conclusions can then be drawn based on the point on the vertical axis

where branches are fused.

To identify the optimal number of clusters based on the dendrogram a horizontal cut across the vertical

axis is made, the groups of observations beneath the cut represent the clusters. The height of the cut
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controls the number of clusters, in practice, the cut location is context-dependent, visual interpretation and

previous data knowledge are used as assistance tools to decide the cut location (James et al. (2013)).

To create the dendrogram an agglomerative method or a divisive method can be used. To implement

these methods a measure of the distance between two clusters needs to be defined. According to Han

et al. (2011), the four most widely used measures to assess the distance between clusters are as follows:

Minimum distance: distmin(Ci, Cj) = min
p∈Ci,p′∈Cj

{|p− p′|} (5.78)

Maximum distance: distmax(Ci, Cj) = max
p∈Ci,p′∈Cj

{|p− p′|} (5.79)

Mean distance: distmean(Ci, Cj) = |mi −mj| (5.80)

Average distance: distmax(Ci, Cj) =
1

ninj

∑
p∈Ci,p′∈Cj

|p− p′| (5.81)

where p and p′ represents two objects or points, mi represents the mean for cluster Ci and ni represents

the number of observations in Ci.

In practice the most used measures are the mean distance and average distance, these are more

robust to outliers and noisy data resulting in more balanced dendrograms. The chosen hierarchical clus-

tering approach used in this work is agglomerative clustering, according to James et al. (2013) and Han

et al. (2011) this approach can be defined by the following algorithm:

Algorithm:

1. All n observations are treated as its own cluster, the algorithm starts with k clusters, where k = n.

2. Repeat the following steps until k = 1:

(a) Compute all pairwise intercluster dissimilarities among the k clusters and identify the cluster

pair that is most similar. Merge the cluster pair. The dissimilarity between the pair indicates

the point in the vertical axis of the dendrogram at which the fusion is placed.

(b) Update the number of clusters, k = k − 1
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Chapter 6

Data preparation and evaluation metrics

For the analysis of the controls vs. Parkinsonism, IPD vs. VaP and FD without CNS lesions and FD

with CNS lesions differentiation tasks four gait datasets were used, these include Raw All Strides dataset,

Normalized All Strides dataset, Raw Mean Strides dataset and Normalized Mean Strides dataset. The

Mean Strides datasets are derived from the All Strides datasets, these are composed of the arithmetic

mean and the coefficients of variation values of the walking events of each subject.

Two cardiac datasets were used for the clustering analysis of FD patients, these were extracted from

the Holter and Echocardiogram exams.

For the analysis of controls vs. FD patients, two gait datasets were used, these include Raw Mean

Strides and Normalized Mean Strides, these datasets were composed of the arithmetic mean values of

the walking events of each subject.

In the following Sections, the data splitting and preparation steps, as well as the quantitative metrics

used to evaluate the conducted analysis, are described.

6.1 Data Splitting

Using the same data to train and evaluate a classifier can lead to misleading overoptimistic results

due to over-fitting the classifier parameters to the data. The classical approach to tackle this problem is to
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split the dataset into a training set, a validation set, and a test set. The training set is used to develop/train

the model, the validation set is used to fine-tune the classifier hyperparameters and the test set is used to

measure the performance of the classifier in an unbiased manner. The test set is usually locked away until

all fine-tuning is complete, then it is used to evaluate the final classifier, this ensures that the evaluation

measurements of the test set are unbiased, meaningful and trustworthy (Han et al. (2011), Kuhn and

Johnson (2013)).

A better approach to the classical data splinting of training and fine-tuning is to make use of k-Fold

cross-validation. In k-Fold cross-validation the data is split into k subsets or folds D1, D2, ..., Dk of

roughly the same size. Training and validation are performed k times, at iteration i, subset Di is reserved

as the validation set and the remaining subsets are used to train the classifier. At the end of the k iteration,

the performance metrics achieved at each iteration are averaged and used to evaluate the training and

validation performance of the classifier. The recommended k folds is 10 which leads to good bias and

variance properties (Han et al. (2011), Kuhn and Johnson (2013)).

The data splitting strategy used in this work was to split the data into a final test set (test set 25%)

and a training (training set 75%). The training set is then used to perform feature selection and develop

the machine learning methods. To perform the fine-tuning of hyperparameters K -Fold stratified cross-

validation was used on the training set, the number of folds used in this work was 10. In stratified cross-

validation the folds are made by preserving the percentage of samples for each class, this means that the

number of samples of each class are equally divided across all folds. Stratified cross-validation has shown

to be a superior scheme compared to the regular cross-validation approach (Kohavi et al. (1995)). The

classifiers that achieved the best validation performance were evaluated using the test set that was locked

away from the start, as stated, this was an effort to improve the quality of final results and conclusions.

6.2 Quantitative measures for performance evaluation

To evaluate the developed classifiers a set of performance measures are used, these include accuracy,

sensitivity, and specificity. Let’s define some terminology to better understand these metrics, suppose that
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a classifier is used on a test set of labeled tuples, P is defined as the number of positive tuples and N is

the number of negative tuples. For each tuple, the classifier class label prediction is compared to the true

class label. A true positive (TP) refers to the positive tuples that were correctly labeled by the classifier, a

true negative (TN) refers to the negative tuples that were correctly labeled by the classifier, a false positive

(FP) refers to the negative tuples that were incorrectly labeled as positive and false negatives (FN) refers

to the positive tuples that were incorrectly labelled as negative tuples. These terms are often summarized

in a confusion matrix (Han et al. (2011)).

A confusion matrix (CM) is a tool that allows fast interpretation of a classifier’s performance, a CM for

a two-class classification problem is defined in Figure 1.

Figure 1: Confusion matrix for a binary classification problem shown with totals for positive and negative
tuples.

Accuracy (i.e., the proportion of the total number of cases that were correctly classified), Specificity

(i.e., the proportion of actual negative cases which were correctly classified), and Sensitivity (i.e., the

proportion of actual positive cases which were correctly classified) can be determined as follows:

Accuracy =
TP + TN

P +N
(6.1)

Specificity =
TN

FP + TN
(6.2)

Sensitivity =
TP

TP + FN
(6.3)
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6.3 Multiple Linear Regression gait normalization

Differences in the biometric properties including age, height, weight, gender, speed and stride length

of controls vs. IPD patients, controls vs. VaP patients and controls vs. FD patients were accessed using

the Mann-Whitney U-test. A p-value less than 0.05 was considered statistically significant. The results are

described in the following Table 7.

Table 7: Mann-Whitney U-test p-values comparing controls and group of patients (IPD, VaP and FD) in
terms of physical properties, speed and stride length.

Biometric Property Controls vs. IPD Controls vs. VaP Controls vs. FD
Age (years) p = 0.301 p = 0.014 p < 0.001
Weight (kg) p = 0.247 p = 0.198 p = 0.144
Height (m) p = 0.065 p = 0.302 p = 0.153
Gender p = 0.006 p = 0.078 p = 0.345
Speed p < 0.001 p < 0.001 p = 0.412
Stride Length p < 0.001 p < 0.001 p = 0.157

Variance inflation factors for the independent gait variables were calculated to determine the severity of

multicollinearity among the physical properties, speed and stride length. The following Table 8 describes

the VIFs for the independent variables of the control group.

Table 8: Variance inflation factor for Age, Weight, Height, Speed, Gender and Stride Length

Multicollinearity Age Weight Height Speed Gender Stride Length
VIF 1.40 2.31 3.29 3.33 1.28 3.58

Combinations between physical characteristics, speed and stride length were considered as an inde-

pendent variable in the development of the MR models since their VIFs were less than 5 (Belsley (1991)).

The stride length was only considered as independent variable for the development of the foot clearance

MR models.

For each gait variable, the best MR model was selected based on the AIC and adjusted R2 values.

The following Table 9 describes the best MR models for each gait variable, the estimated coefficients of

each independent variable and the corresponding AIC and adjusted R2 values.
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Table 9: Resulting multiple linear regression models for the gait variables. The adjusted R2 and Akaike
information criterion (AIC) are shown. The independent variables are age (A), height (H), speed (S), sex
(G), weight (W ) and stride length (SL).

Gait variable Multiple Linear Regression Model AIC Ajusted R2

Spatial-Temporal Variables
Cycle Duration = 1.18 +0.190 ·H −0.378 · S −0.010 ·G −2076.96 0.576
Cadence = 109.77 +0.088 · A −21.56 ·H +43.454 · S 4380.92 0.611
Stance = 57.76 +0.105 · A −5.80 · S +3.23 ·G 2841.5 0.471
Swing = 42.24 −0.105 · A +5.80 · S −3.23 ·G 2841.5 0.471
Loading = 13.51 −0.054 · A 3.47 · S −2.41 ·G 2994.1 0.262
Foot Flat = 84.64 −0.078 · A −23.92 · S +0.128 ·W 3431.89 0.674
Pushing = 8.16 +0.073 · A −0.133 ·H 20.49 · S 3601.62 0.564
Double Support = 22.09 +0.170 · A −14.06 · S +5.95 ·G 3496.54 0.588
Stride Length = 0.147 −0.0014 · A +0.323 ·H 0.547 · S −1906.59 0.716
Speed = 0.0004 +1.045 ·H +0.356 ·G −0.007 ·W −573.83 0.082
Peak Swing = 261.34 −2.29 · A +247.262 · S −27.21 ·G 6214.1 0.799
Foot Clearance Variables
Strike Angle = 24.59 +9.44 ·G −0.1463 ·W −4.10 · SL 3525.84 0.592
Lift-Off Angle = −63.418 +0.460 · A −26.78 ·G +4.05 · SL 4046.55 0.60
MaxHC = 0.419 −0.0035 · A −0.758 ·G +0.102 · SL −3163.48 0.712
MaxTC1 = 0.247 −0.002 · A −0.037 ·G +0.0004 ·W −3716.12 0.568
MinTC = 0.065 −0.0002 · A −0.0112 · S +0.000007 ·W −4833.45 0.100
MaxTC2 = −0.012 −0.0004 · A −0.0295 ·G +0.156 · SL −4041.64 0.683

MaxHC: Maximum Heel Clearance; MaxTC1: Maximum Toe Clearance 1; MinTC: Minimum Toe Clearance;
MaxTC2: Maximum Toe Clearance 2.

From the analysis of Table 9 it can be concluded that the subjects’ self-selected walking speed was

very significant in the prediction of all spatial-temporal gait variables, this goes in line with the hypothesis

that normal ranges for gait variables should be defined with reference to the speed of walking (Kirtley

et al. (1985)). Walking speed has also been correlated with most spatial-temporal gait variables previously

(Bejek et al. (2006); Mikos et al. (2018); Wahid et al. (2016, 2015)). Another study also concluded that

differences in gait parameters between healthy subjects and osteoarthritis patients decrease when walking

speed is accounted for in the gait analysis (Zeni Jr and Higginson (2009)). The results also show that stride

length is extremely important in the prediction of foot clearance gait variables, the best MR models in terms

of adjusted R2 for the foot clearance variables made use of stride length as an independent variable, in

fact, the regression models for strike angle, lift-off angle, maximum toe clearance 1 and maximum toe

clearance 2 explained 59.2% to 71.2% in the observed variance using stride length as an independent

variable, this goes in line with previous studies that hypothesized that stride length impacts foot clearance

measures (Alcock et al. (2018), Ferreira et al. (2019)). A subjects’ age remained significant for almost

all gait variables, the only exceptions are cycle duration, speed and strike angle. Weight and height seem

to be the independent variables that had the least predictive power. These independent variables were

90



CHAPTER 6. DATA PREPARATION AND EVALUATION METRICS

significant in the two worst MR models, weight was significant in the prediction of minimum toe clearance

and height was significant in the prediction of speed, these two MR models perform very poorly compared

to the others (adjustedR2 ≤ 0.100). Finally, with the exception of speed (adjustedR2 = 0.082), minimum

toe clearance (adjusted R2 = 0.100) and loading (R2 = 0.262), all other models demonstrated a good

ability to predict the gait variables based on the adjusted R2 (adjusted R2 > 0.471).

The following Table 10 shows the results of the Spearman’s rank order correlations coefficients test

before (raw) and after MR normalization for the control subjects.

Table 10: Spearman’s correlation coefficients for the controls gait data before (raw) and after MR normal-
ization.

Correlations
Age Weight Height Speed Stride Length Gender

Raw Norm Raw Norm Raw Norm Raw Norm Raw Norm Raw Norm

Spatial-Temporal Variables

Cycle Duration 0.03 -0.12 0.07 0.06 0.04 -0.03 -0.57 0.18 -0.09 0.47 -0.19 0.03

Cadence -0.01 0.13 -0.1 0.03 -0.05 0.08 0.54 -0.05 0.05 -0.46 0.15 0.02

Stance -0.1 0.04 0.08 0.17 -0.09 0.06 -0.06 0.03 -0.13 -0.0 0.59 -0.06

Swing 0.1 -0.04 -0.08 -0.17 0.09 -0.06 0.06 -0.03 0.13 0.0 -0.59 0.05

Loading -0.03 -0.02 0.22 0.23 0.26 0.21 -0.0 -0.09 0.25 0.2 -0.51 0.03

Foot Flat -0.09 0.1 0.13 -0.02 -0.11 0.1 -0.69 0.01 -0.53 -0.1 -0.02 0.08

Pushing 0.03 -0.16 -0.09 -0.05 -0.1 -0.24 0.64 0.25 0.45 0.15 0.24 0.26

Double Support -0.14 -0.12 0.06 0.07 -0.14 -0.03 -0.18 -0.16 -0.21 -0.3 0.58 -0.05

Stride Length 0.09 -0.12 0.23 -0.01 0.3 -0.06 0.79 -0.05 — — 0.09 0.01

Speed -0.02 -0.12 0.21 0.08 0.27 -0.13 — — 0.79 0.49 0.14 0.17

Peak Swing -0.3 -0.06 -0.02 -0.12 -0.18 -0.36 0.65 0.03 0.57 0.3 -0.16 -0.05

Foot Clearance Variables

Strike Angle 0.13 -0.07 -0.11 -0.06 0.14 -0.04 0.01 -0.24 0.5 0.16 -0.41 -0.01

Lift-Off Angle 0.27 0.08 0.06 -0.25 0.09 -0.11 -0.45 0.31 -0.61 0.21 0.13 -0.05

Maximum Heel Clearance -0.09 -0.12 0.06 0.29 0.2 0.15 -0.02 0.17 0.02 0.19 -0.7 0.04

Maximum Toe Clearance 1 -0.28 0.03 -0.03 0.31 -0.07 0.08 -0.15 -0.08 -0.05 -0.08 -0.55 0.08

Minimum Toe Clearance -0.33 -0.12 0.1 0.1 -0.31 -0.12 -0.16 -0.04 0.09 0.17 0.09 0.08

Maximum Toe Clearance 2 0.15 -0.08 0.08 0.0 0.28 0.03 0.13 -0.26 0.58 0.19 -0.55 -0.04

From the analysis of Table 10 it can be concluded that before normalization weak to strong correlations

(0.01 < |ρ| < 0.79) were observed between physical properties, speed, stride length and gait variables,
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after normalization these correlations were weak to moderate (0.0 < |ρ| < 0.49). The MR normalization

reduced almost all correlations to weak values (|ρ| ≤ 0.25), some weak to moderate correlations were still

observed (0.25 < |ρ| < 0.49) mostly between spatial-temporal variables and stride length. The results

show that stride length was strongly correlated with strike angle (ρ = 0.5), lift-off angle (ρ = −0.61)

and maximum toe clearance 2 (ρ = 0.58). After MR normalization using stride length as an independent

variable (see Table 9) the correlations between stride length, strike angle, lift-off angle and maximum toe

clearance 2 were all weakened (|ρ| ≤ 0.21). The MR normalization was able to significantly reduce the

correlations between the control subjects’ physical properties, speed, stride length and gait variables.

The results of the Spearman’s rank-order correlations coefficients test before (raw) and after MR nor-

malization for the Parkinsonism patients are shown in Table 11.

Table 11: Spearman’s correlation coefficients for the Parkinsonism patients’ gait data before (raw) and
after MR normalization.

Correlations
Age Weight Height Speed Stride Length Gender

Raw Norm Raw Norm Raw Norm Raw Norm Raw Norm Raw Norm
Spatial-Temporal Variables
Cycle Duration -0.11 -0.43 0.13 0.19 0.18 0.13 -0.18 0.5 0.06 0.72 -0.08 -0.06
Cadence 0.11 0.4 -0.13 -0.1 -0.17 -0.04 0.18 -0.68 -0.06 -0.86 0.1 0.01
Stance 0.34 0.05 0.17 0.42 0.28 0.59 -0.48 0.05 -0.48 0.06 -0.09 -0.64
Swing -0.34 -0.06 -0.17 -0.4 -0.28 -0.6 0.48 -0.02 0.48 -0.04 0.09 0.64
Loading -0.16 -0.01 -0.01 -0.14 -0.17 -0.51 0.6 0.27 0.48 0.15 -0.12 0.41
Foot Flat 0.37 -0.05 0.01 -0.19 -0.01 -0.16 -0.85 0.07 -0.73 0.18 0.14 0.17
Pushing -0.34 0.21 -0.04 0.16 0.03 0.28 0.78 -0.53 0.66 -0.55 -0.12 -0.18
Double Support 0.44 0.13 0.13 0.38 0.2 0.61 -0.62 0.1 -0.66 0.07 -0.05 -0.68
Stride Length -0.4 -0.42 0.19 0.16 0.23 0.18 0.94 0.86 — — -0.15 -0.03
Speed -0.42 -0.42 0.15 0.25 0.16 0.07 — — 0.84 0.82 -0.13 -0.11
Peak Swing -0.51 0.2 0.14 -0.22 -0.09 -0.59 0.88 -0.39 0.78 -0.47 0.01 0.68
Foot Clearance Variables
Strike Angle -0.4 -0.2 0.18 0.31 0.03 -0.24 0.81 0.11 0.84 0.11 -0.15 0.17
Lift-Off Angle 0.47 0.43 -0.2 -0.26 -0.12 -0.43 -0.9 -0.66 -0.88 -0.75 0.07 0.49
Maximum Heel Clearance -0.5 0.04 0.19 -0.23 0.25 -0.4 0.78 -0.06 0.85 -0.04 -0.22 0.84
Maximum Toe Clearance 1 -0.38 0.14 -0.06 -0.34 -0.03 -0.54 0.14 -0.2 0.2 -0.2 -0.05 0.68
Minimum Toe Clearance -0.04 -0.03 -0.0 -0.06 -0.21 -0.26 0.4 0.49 0.41 0.49 0.13 0.09
Maximum Toe Clearance 2 -0.41 0.15 0.22 -0.07 0.09 -0.49 0.76 -0.53 0.8 -0.54 -0.19 0.4

From the analysis of Table 11 it can be concluded that before gait data normalization weak to very

strong correlations were observed between physical characteristics, speed, stride length, and gait features

(0.01 < |ρ| < 0.94), while after MR normalization these correlations were weak to strong (0.01 <

|ρ| < 0.86). Before normalization speed was moderate to strongly correlated with most spatial-temporal
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and foot clearance variables (|ρ| ≥ 0.40), the exceptions were maximum toe clearance 1 (ρ = 0.14),

cadence (ρ = 0.18) and cycle duration (ρ = −0.18). Multiple regression normalization was able to

decrease all of these correlations, however, some correlations only decreased slightly, for example, the

correlation between speed and lift-off angle decreased from ρ = −0.90 to ρ = −0.66. Stride length

before normalization was also strongly correlated with strike angle (ρ = 0.84), lift-off angle (ρ = −0.88),

maximum heel clearance (ρ = 0.85) and maximum toe clearance 2 (ρ = 0.80), after normalization

these correlations were all weakened slightly (|ρ| ≤ 0.75). The results show that the MR normalization

was able to reduce the overall correlations between Parkinsonism patients’ physical properties, speed,

stride length, and gait variables, however, strong correlations were also present after normalization. For

some gait variables, the MR models were not able to yield good de-correlation results, this may be due to

the fact that other factors besides speed, stride length, and physical properties have been shown to impact

gait patterns, an example is cognition (Amboni et al. (2013), Hollman et al. (2007)). Studies have shown

that Parkinsonism patients display cognitive impairments (Lehosit and Leslie J. (2015)), these impairments

might cause correlations that are not captured by the derived MR models. This limitation of the MR models

may be the reason why the normalization of parkinsonian gait achieved poorer results compared to the

normalization of control subjects’ gait. Still, the overall results show a decrease of correlation, however,

it is important to note that future works should investigate if results are further improved when the MR

models are derived based on more factors (such as cognition) and based on a larger control sample.

The following Figure 2 shows a comparison between the mean value of raw and MR normalized gait

features of Parkinsonism patients and controls.
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(a) Controls vs. Parkinsonism spatial-temporal gait variables.
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(b) Controls vs. Parkinsonism foot clearance gait variables.

Figure 2: Comparison between the mean value of gait features in Parkinsonism patients and controls.
Data are shown for the MR normalized gait and the raw gait data. Significant differences in gait features
between FD patients and controls are indicated with one asterisk (*p < :05) and two asterisk (**p < :01).
Whiskers represent 95% confidence interval (CI) values. The data was scaled between 0 and 1 to fit onto
the same plot.

From the analysis of Figure 2 it can be concluded that there were only two raw gait variables that

did not present significant differences when comparing controls with Parkinsonism patients, these were
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maximum heel clearance (mean difference: 0.10, 95% CI: [0.07, 0.12]) and maximum toe clearance 1

(mean difference: 0.006, 95% CI: [0.04, 0.05]). After gait normalization using MR approach three spatial-

temporal variables were no longer significant, these were stance (mean difference: 0.05, 95% CI: [0.02,

0.07]), swing (mean difference: 0.03, 95% CI: [0.002, 0.06]) and double support (mean difference: 0.02,

95% CI: [0.01, 0.03]). Three foot clearance measures were also non significant after normalization, these

were maximum toe clearance 1 (mean difference: 0.06, 95% CI: [0.04, 0.10]), maximum heel clearance

(mean difference: 0.11, 95% CI: [0.08, 0.14]) and strike angle (mean difference: 0.04, 95% CI: [0.01,

0.08]). The results indicate that MR normalization reduced the number of gait variables that presented

significant differences when comparing controls and Parkinsonism patients. Contrary to previous stud-

ies were MR normalization was able to uncover significant differences in gait variables when comparing

Parkinsonism patients to controls (Wahid et al. (2016, 2015)). The MR normalization in this work seems to

diminish parkinsonian gait patterns, for example, parkinsonian gait is characterized by low heel clearance

and low maximum toe clearance 2 since the patients display dragging of the feet while walking, however,

the results show that after normalization the control subjects displayed lower maximum toe clearance 2

and lower maximum heel clearance than Parkinsonism patients. These results further corroborate the

hypothesis laid out in the analysis of Table 11 that the MR models should be improved by being developed

using cognition as an independent variable and that the sample size should be larger, these factors might

lead to better normalization results for parkinsonian gait.

The results of the Spearman’s rank-order correlations coefficients test before (raw) and after MR nor-

malization for the FD patients are shown in Table 12.

From the analysis of Table 12 it can be concluded that before gait data normalization weak to very

strong correlations were observed between physical characteristics, speed, stride length, and gait features

(0.0 < |ρ| < 0.94), while after MR normalization these correlation were weak to strong (0.01 < |ρ| <

0.79). The foot clearance variables showed moderate to very strong correlations with stride length (0.44 <

|ρ| < 0.94), after normalization these correlations were weak to moderate (0.17 < |ρ| < 0.56). All

spatial-temporal and foot clearance variables showed weak to strong correlations with age (0.21 < |ρ| <

0.70) and speed (0.12 < |ρ| < 0.87), after normalization these correlations were reduced for age

(0.01 < |ρ| < 0.65) and speed (0.01 < |ρ| < 0.51). The correlations for weight, height and gender

before normalization were 0.1 < |ρ| < 0.54, 0.1 < |ρ| < 0.74 and 0.04 < |ρ| < 62, receptively.
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Table 12: Spearman’s correlation coefficients for the FD patients’ gait data before (raw) and after MR
normalization.

Correlations
Age Weight Height Speed Stride Length Gender

Raw Norm Raw Norm Raw Norm Raw Norm Raw Norm Raw Norm
Spatial-Temporal Variables
Cycle Duration 0.22 -0.39 0.05 0.24 0.1 0.5 -0.66 0.18 -0.09 0.53 -0.28 -0.47
Cadence -0.21 0.18 -0.04 -0.19 -0.1 -0.39 0.66 0.03 0.1 -0.42 0.27 0.43
Stance 0.62 -0.5 -0.1 0.44 -0.22 0.79 -0.83 0.14 -0.45 0.62 0.04 -0.79
Swing -0.62 0.45 0.1 -0.46 0.22 -0.79 0.83 -0.1 0.45 -0.6 -0.04 0.78
Loading -0.54 -0.16 0.29 0.11 0.69 0.32 0.62 0.38 0.89 0.64 -0.64 -0.26
Foot Flat 0.56 0.34 -0.06 -0.23 -0.31 -0.2 -0.76 -0.2 -0.59 -0.32 0.15 0.12
Pushing -0.32 -0.01 -0.04 0.18 -0.13 -0.23 0.52 -0.28 0.11 -0.22 0.24 0.23
Double Support 0.52 -0.65 0.01 0.45 -0.19 0.87 -0.75 0.39 -0.5 0.73 0.05 -0.57
Stride Length -0.7 -0.08 0.14 0.2 0.6 0.35 0.87 -0.02 — 0.38 — -0.42
Speed -0.68 -0.59 0.11 0.35 0.41 0.26 — — 0.63 0.56 -0.19 -0.09
Peak Swing -0.6 0.58 0.37 -0.0 0.2 -0.68 0.79 -0.48 0.51 -0.49 -0.16 0.5
Foot Clearance Variables
Strike Angle -0.7 -0.08 0.14 0.2 0.6 0.35 0.87 -0.02 0.76 0.38 -0.47 -0.42
Lift-Off Angle 0.63 0.61 -0.35 -0.21 -0.38 -0.64 -0.58 -0.51 -0.52 -0.54 0.37 0.43
Maximum Heel Clearance -0.72 0.59 0.29 -0.33 0.61 -0.75 0.62 -0.45 0.78 -0.53 -0.62 0.47
Maximum Toe Clearance 1 -0.31 0.66 -0.07 -0.55 0.26 -0.7 0.52 -0.33 0.46 -0.56 -0.38 0.34
Minimum Toe Clearance 0.57 0.65 -0.54 -0.57 -0.29 -0.34 -0.12 -0.15 -0.44 -0.46 0.37 0.38
Maximum Toe Clearance 2 -0.61 0.15 0.48 0.23 0.8 -0.09 0.49 -0.34 0.94 0.17 -0.7 -0.01

After MR normalization all these correlations slightly increased to 0.0 < |ρ| < 0.67, 0.2 < |ρ| < 0.77

and 0.04 < |ρ| < 0.79, respectively. The MR normalization was able to reduce the overall correlations,

however, after MR normalization some correlations slightly increased to strong values. These results might

be explained by the small sample size of the control group and by lack of diversity in terms of the physical

properties of this group (the control group is composed of elderly individuals), the FD patients are much

younger than the control subjects. Since the control group is composed of older individuals the developed

MR models might be optimized to predict elderly gait patterns. Furthermore, studies have shown that FD

patients might suffer from cognition deficits (Bolsover et al. (2014), Sigmundsdottir et al. (2014)) which,

as explained before, might also be a key factor for the development of the MR models. Future MR models

should be based on a larger and more diverse (in terms of physical properties) sample size, the cognition

factor should also be investigated in future works.

96



Chapter 7

Results Parkinsonism

This chapter details the feature selection and performance results of the various classifiers developed

to tackle the control subjects vs. Parkinsonism (IPD + VaP) patients and IPD vs. VaP patients classification

tasks. When performing classification with the SVM, MLP or DBN classifiers based on All Strides datasets

the individual test performance is computed based on the following: a subject is classified as belonging

to a group if more than 50% of his strides are classified as being of that group.

The following Sections only detail the best performance results, all results can be found in the Ap-

pendix.

7.1 Feature selection

In this Section, the feature selection results for the controls vs. Parkinsonism and IPD vs. VaP classifi-

cation tasks based on the Raw and Normalized All Strides and Raw and Normalized Mean Strides datasets

are described. Feature scaling was performed before feature selection ensuring that the range of features

does not impact the results.

The approach was the following, three feature selection methods including lasso, gini impurity and

backward step-wise were used to select subsets of the original features. The feature selection methods

were initially fed all features, at each iteration the least meaningful feature was removed, resulting in a
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subset of the original features, this procedure was repeated until there is only one feature left. To evaluate

the performance of each subset of features four SVM classifiers were used. At each iteration the SVMs

were fed with the selected subset of features, the performance of these classifiers was evaluated using

10-fold stratified cross-validation. In the end, the subset of features that achieved the best classification

performance was selected.

The only hyperparameter difference between the four SVM classifiers was the choice of the kernel

function, these included linear, radial basis function, polynomial (third-degree) and sigmoid. The hyperpa-

rameters of the SVM classifiers were a c value of 1, a γ value of 0.1 and a δ value of 0.

The feature selection results for each gait dataset are described next. In the following plots, each

point represents the mean of the final training and validation accuracies. The width represents the 95%

confidence interval (CI). The objective is to choose the subset of features with the highest average accuracy

and the lowest CI (width), that is the classifier is neither over-fitting or under-fitting to the training data.

7.1.1 Feature selection - Dataset Raw All Strides

Control subjects vs. Parkinsonism patients

The following Figure 3 shows the feature selection results for the task of distinguishing between control

subjects and Parkinsonism patients based on the Raw All Strides dataset.
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(a) Lasso feature selection.

(b) Gini feature selection.

99



CHAPTER 7. RESULTS PARKINSONISM

(c) Backward step-wise feature selection.

Figure 3: Raw All Strides dataset feature selection with lasso, gini and backward step-wise for controls vs.
Parkinsonism differentiation task.

The following Table 13 summarizes the best results achieved by the feature selection methods for the

controls vs. Parkinsonism differentiation task.

Table 13: Best results achieved by the different feature selection methods based on the performance of
the four SVM classifiers for the controls vs. Parkinsonism differentiation task based on Raw All Strides
dataset.

Kernel Training
Accuracy

Validation
Accuracy

Mean
Accuracy

Number
Features

Lasso Sigmoid 90.116% 93.784% 91.95% 6
Gini Linear 96.422% 89.058% 92.74% 7
Step-Wise Sigmoid 90.244% 90.41% 90.33% 8

The 6 features selected by the lasso method were cadence, loading, speed, peak swing, strike

angle and maximum heel clearance.

The 7 features selected by the gini method were speed, peak swing, stride length, cadence,

cycle duration, strike angle and maximum heel clearance.

The 8 features selected by the backward step-wise method were speed, foot flat, peak swing,

stride length, lift-off angle, cycle duration, strike angle and loading.
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IPD patients vs. VaP patients

The following Figure 4 shows the feature selection results for the task of distinguishing between IPD

and VaP patients based on Raw All Strides dataset.

(a) Lasso feature selection.

(b) Gini feature selection.
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(c) Backward step-wise feature selection.

Figure 4: Raw All Strides dataset feature selection with lasso, gini and backward step-wise for IPD vs. VaP
differentiation task.

The following Table 14 summarizes the best results achieved by the feature selection methods for the

IPD vs. VaP differentiation task.

Table 14: Best results achieved by the different feature selection methods based on the performance of
the four SVM classifiers for the IPD vs. VaP differentiation task based on Raw All Strides dataset.

Kernel Training
Accuracy

Validation
Accuracy

Mean
Accuracy

Number
Features

Lasso Linear 80.904% 63.286% 72.10% 7
Gini Linear 77.471% 61.851% 69.99% 4
Step-Wise Sigmoid 64.754% 59.428% 62.10% 3

The 7 features selected by the lasso method were cadence, loading, peak swing, lift-off angle,

maximum heel clearance, minimum toe clearance and maximum toe clearance 2.

The 4 features selected by the gini method were maximum toe clearance 2, peak swing, maxi-

mum toe clearance 1 and loading.

The 3 features selected by the backward step-wise method were lift-off angle, peak swing and

stride length.

102



CHAPTER 7. RESULTS PARKINSONISM

7.1.2 Feature selection - Dataset Normalized All Strides

Control subjects vs. Parkinsonism patients

The following Figure 5 shows the feature selection results for the task of distinguishing between control

subjects and Parkinsonism patients based on the Normalized All Strides dataset.

(a) Lasso feature selection.

(b) Gini feature selection.
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(c) Backward step-wise feature selection.

Figure 5: Normalized All Strides dataset feature selection with lasso, gini and backward step-wise for
controls vs. Parkinsonism differentiation task.

The following Table 15 summarizes the best results achieved by the feature selection methods for the

controls vs. Parkinsonism differentiation task.

Table 15: Best results achieved by the different feature selection methods based on the performance of
the four SVM classifiers for the controls vs. Parkinsonism differentiation task based on Normalized All
Strides dataset.

Kernel Training
Accuracy

Validation
Accuracy

Mean
Accuracy

Number
Features

Lasso RBF 94.287% 92.001% 93.145% 2
Gini Sigmoid 90.051% 91.772% 90.91% 4
Step-Wise Sigmoid 89.695% 89.987% 89.95% 3

The 2 features selected by the lasso method were speed and maximum heel clearance.

The 4 features selected by the gini method were speed, stride length, strike angle and maximum

heel clearance.

The 3 features selected by the backward step-wise method were speed, stride length and strike

angle.
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IPD patients vs. VaP patients

The following Figure 6 shows the feature selection results for the task of distinguishing between IPD

and VaP patients based on the Normalized All Strides dataset.

(a) Lasso feature selection.

(b) Gini feature selection.
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(c) Backward step-wise feature selection.

Figure 6: Normalized All Strides dataset feature selection with lasso, gini and backward step-wise for IPD
vs. VaP differentiation task.

The following Table 16 summarizes the best results achieved by the feature selection methods for the

IPD vs. VaP differentiation task.

Table 16: Best results achieved by the different feature selection methods based on the performance of
the four SVM classifiers for the IPD vs. VaP differentiation task based on Normalized All Strides dataset.

Kernel Training
Accuracy

Validation
Accuracy

Mean
Accuracy

Number
Features

Lasso Linear 80.864% 78.777% 79.82% 3
Gini Linear 79.964% 77.373% 78.67% 2
Step-Wise Linear 82.343% 70.157% 76.25% 6

The 3 features selected by the lasso method were speed, strike angle and maximum toe clear-

ance 1.

The 2 features selected by the gini method were maximum toe clearance 1 and strike angle.

The 6 features selected by the backward step-wise method were speed, stride length, cycle dura-

tion, strike angle, cadence and maximum toe clearance 1.
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7.1.3 Feature selection - Dataset Raw Mean Strides

Control subjects vs. Parkinsonism patients

The following Figure 7 shows the feature selection results for the task of distinguishing between control

subjects and Parkinsonism patients based on the Raw Mean Strides dataset.

(a) Lasso feature selection.

(b) Gini feature selection.
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(c) Backward step-wise feature selection.

Figure 7: Raw Mean Strides dataset feature selection with lasso, gini and backward step-wise for controls
vs. Parkinsonism differentiation task.

The following Table 17 summarizes the best results achieved by the feature selection methods for

the controls vs. Parkinsonism differentiation task. The lasso subset of features that achieved the best

performance seems to be 17, however this is a high number of features given the sample size, a previous

study has shown that the optimal feature size when features present correlation approaches
√
N (N

denotes the sample size) as the correlation increases (Hua et al. (2004)). Given this, the number of

selected features was by the lasso method was chosen to be 5.

Table 17: Best results achieved by the different feature selection methods based on the performance of
the four SVM classifiers for the controls vs. Parkinsonism differentiation task based on Raw Mean Strides
dataset.

Kernel Training
Accuracy

Validation
Accuracy

Mean
Accuracy

Number
Features

Lasso Linear 94.458% 92.167% 93.32% 5
Gini Linear 94.146% 93.5% 93.83% 3
Step-Wise Linear 94.146% 93.5% 93.83% 3

The 5 features selected by the lasso method were cadence, speed, peak swing, CV of pushing

and CV of maximum toe clearance 2.
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The 3 features selected by the gini method were peak swing, speed and CV of strike angle.

The 3 features selected by the backward step-wise method were peak swing, speed and CV of

strike angle.

IPD patients vs. VaP patients

The following Figure 8 shows the feature selection results for the task of distinguishing between IPD

and VaP patients based on the Raw Mean Strides dataset.

(a) Lasso feature selection.
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(b) Gini feature selection.

(c) Backward step-wise feature selection.

Figure 8: Raw Mean Strides dataset feature selection with lasso, gini and backward step-wise for IPD vs.
VaP differentiation task.

The following Table 18 summarizes the best results achieved by the feature selection methods for the

IPD vs. VaP differentiation task.
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Table 18: Best results achieved by the different feature selection methods based on the performance of
the four SVM classifiers for the IPD vs. VaP differentiation task based on the Raw Mean Strides dataset.

Kernel Training
Accuracy

Validation
Accuracy

Mean
Accuracy

Number
Features

Lasso Sigmoid 80.25% 84.17% 82.21% 5
Gini RBF 94.688% 89.167% 91.93% 3
Step-Wise Sigmoid 65.323% 74.167% 69.75% 13

The 5 features selected by the lasso method were lift-off angle, maximum toe clearance 2, CV

of loading, CV of speed and CV of minimum toe clearance.

The 3 features selected by the gini method were CV of minimum toe clearance, maximum heel

clearance and maximum toe clearance 2.

The 13 features selected by the backward step-wise method were lift-off angle, maximum heel

clearance, stride length, speed, CV of speed, maximum toe clearance 2, peak swing, CV of

minimum toe clearance, strike angle, CV of maximum heel clearance, CV of stride length,

CV of lift-off angle and pushing.

7.1.4 Feature selection - Dataset Normalized Mean Strides

Control subjects vs. Parkinsonism patients

The following Figure 9 shows the feature selection results for the task of distinguishing between control

subjects and Parkinsonism patients based on the Normalized Mean Strides dataset.
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(a) Lasso feature selection.

(b) Gini feature selection.
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(c) Backward step-wise feature selection.

Figure 9: Normalized Mean Strides dataset feature selection with lasso, gini and backward step-wise for
controls vs. Parkinsonism differentiation task.

The following Table 19 summarizes the best results achieved by the feature selection methods for the

controls vs. Parkinsonism differentiation task.

Table 19: Best results achieved by the different feature selection methods based on the performance of
the four SVM classifiers for the controls vs. Parkinsonism differentiation task based on the Normalized
Mean Strides dataset.

Kernel Training
Accuracy

Validation
Accuracy

Mean
Accuracy

Number
Features

Lasso RBF 94.458% 92.167% 93.32% 5
Gini Linear 94.146% 93.5% 93.83% 5
Step-Wise Linear 94.458% 93.5% 93.98% 5

The 5 features selected by the lasso method were loading, speed, lift-off angle, maximum heel

clearance and CV of stance.

The 5 features selected by the gini method were CV of strike angle, speed, CV of maximum toe

clearance 2, CV of lift-off angle and CV of swing.

The 5 features selected by the backward step-wise method were CV of strike angle, speed, CV of

maximum toe clearance 2, CV of stride length and CV of swing.
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IPD patients vs. VaP patients

The following Figure 10 shows the feature selection results for the task of distinguishing between IPD

and VaP patients based on the Normalized Mean Strides dataset.

(a) Lasso feature selection.

(b) Gini feature selection.
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(c) Backward step-wise feature selection.

Figure 10: Normalized Mean Strides dataset feature selection with lasso, gini and backward step-wise for
IPD vs. VaP differentiation task.

The following Table 20 summarizes the best results achieved by the feature selection methods for the

IPD vs. VaP differentiation task. The results of the lasso feature selection method with 5 and 4 features

were very similar. The final choice of 5 features is based on the fact that 5 features might allow better

generalization for future predictions which yields improvements in terms of future performance.

Table 20: Best results achieved by the different feature selection methods based on the performance of
the four SVM classifiers for the IPD vs. VaP differentiation task based on the Normalized Mean Strides
dataset.

Kernel Training
Accuracy

Validation
Accuracy

Mean
Accuracy

Number
Features

Lasso Sigmoid 82.135% 82.5% 82.32% 5
Gini RBF 93.712% 82.5% 88.11% 4
Step-Wise Linear 80.231% 77.5% 78.87% 5

The 5 features selected by the lasso method were strike angle, maximum toe clearance 1, CV

of loading, CV of speed and CV of minimum toe clearance.

The 4 features selected by the gini method were CV of minimum toe clearance, maximum toe

clearance 1, cycle duration and peak swing.
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The 5 features selected by the backward step-wise method were CV of speed, cycle duration,

peak swing, maximum toe clearance 1 and stride length.

7.2 Performance evaluation for the SVM classifiers

Different hyperparameters were exhaustively combined which resulted in the development of 1769

SVM classifiers for each classification task and feature subset. This work comprises four different datasets,

each dataset is used to perform two classification tasks and each classification task is evaluated using the

three best feature subsets previously selected. In total, the number of developed SVM classifiers is 42456.

The search of hyperparameters included 29 different c values, 12 different γ values, 4 different kernel

functions, and 3 different polynomial degrees. The δ value was set to 0. All combinations between these

hyperparameters were evaluated.

From all the developed SVM classifiers the one with the best validation performance on each classi-

fication task and feature subset was selected and used to make predictions on the test set. Finally, for

each classification task the best overall SVM classifier, based on the validation and test performances,

was selected. The results are presented in the following sub-sections.
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7.2.1 Performance with Raw All Strides Dataset

Control subjects vs. Parkinsonism patients

Table 21: Performance and hyperparameters of the best SVM classifier developed with the 6 Raw All
Strides features selected by the lasso method for the controls vs. Parkinsonism differentiation task.

Lasso Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 92.8% 83.53% 95.73%
Validation Set 96.23% 95.68% 96.95%
Test Set 97.96% 92.65% 99.75%
Test Set Individual Performance 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Sigmoid 1.1 0.1 —–

IPD patients vs. VaP patients

Table 22: Performance and hyperparameters of the best SVM classifier developed with the 4 Raw All
Strides features selected by the gini method for the IPD vs. VaP differentiation task.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 94.98% 95.07% 94.88%
Validation Set 68.86% 65.07% 56.39%
Test Set 78.44% 92.37% 65.34%
Test Set Individual Performance 83.33% 100% 75.0%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 4.5 0.00002 —–
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7.2.2 Performance with Normalized All Strides Dataset

Control subjects vs. Parkinsonism patients

Table 23: Performance and hyperparameters of the best SVM classifier developed with the 4 Normalized
All Strides features selected by the gini method for the controls vs. Parkinsonism differentiation task.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 90.99% 79.56% 94.65%
Validation Set 94.65% 91.42% 98.17%
Test Set 97.41% 90.65% 99.75%
Test Set Individual Performance 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Sigmoid 0.9 0.2 —–

IPD patients vs. VaP patients

Table 24: Performance and hyperparameters of the best SVM classifier developed with the 3 Normalized
All Strides features selected by the lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 80.00% 78.49% 83.31%
Validation Set 80.16% 84.42% 66.65%
Test Set 95.89% 93.85% 100%
Test Set Individual Performance 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Sigmoid 30 0.02 —–
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7.2.3 Performance with Raw Mean Strides Dataset

Control subjects vs. Parkinsonism patients

Table 25: Performance and hyperparameters of the best SVM classifier developed with the 3 Raw Mean
Strides features selected by the backward step-wise method for the controls vs. Parkinsonism differentia-
tion task.

Step-Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 93.54% 83.91% 100%
Validation Set 95.5% 91.67% 100%
Test Set 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 0.8 0.04 —–

IPD patients vs. VaP patients

Table 26: Performance and hyperparameters of the best SVM classifier developed with the 13 Raw Mean
Strides features selected by the backward step-wise method for the IPD vs. VaP differentiation task.

Step-Wise Method - 13 Selected Features
Accuracy Sensitivity Specificity

Training Set 67.2% 72.55% 64.64%
Validation Set 74.17% 80.0% 75.0%
Test Set 83.33% 100% 75.0%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 3.0 0.002 —–
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7.2.4 Performance with Normalized Mean Strides Dataset

Control subjects vs. Parkinsonism patients

Table 27: Performance and hyperparameters of the best SVM classifier developed with the 5 Normalized
Mean Strides features selected by the gini method for the controls vs. Parkinsonism differentiation task.

Gini Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 92.29% 82.6% 99.09%
Validation Set 93.5% 90.0% 100%
Test Set 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 0.9 0.03 —–

IPD patients vs. VaP patients

Table 28: Performance and hyperparameters of the best SVM classifier developed with the 5 Normalized
Mean Strides features selected by the backward step-wise method for the IPD vs. VaP differentiation task.

Step-Wise Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 71.51% 72.14% 71.36%
Validation Set 81.67% 85.0% 85.0%
Test Set 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Sigmoid 3.0 0.2 —–

7.3 Performance evaluation for the MLP classifiers

Different hyperparameters were combined which resulted in the development of 1500 MLP classifiers

for each classification task and feature subset. This work comprises four different datasets, each dataset
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is used to perform two classification tasks and each classification task is evaluated using the three best

feature subsets previously selected. In total, the number of developed MLP classifiers is 36000.

The search of hyperparameters included 13 different values for the first hidden layer of neurons, 15

different values for the second hidden layer of neurons, 4 different values for the learning rate, 4 different

values for the dropout rate (DR), 3 different values for the batch size, and 9 different values for the epochs.

From all the possible 84240 combinations between these hyperparameters, 1500 were randomly chosen

to develop the MLP classifiers.

From all the developed MLP classifiers the one with the best validation performance on each classi-

fication task and feature subset was selected and used to make predictions on the test set. Finally, for

each classification task the best overall MLP classifier, based on the validation and test performances,

was selected. The results are presented in the following sub-sections.

7.3.1 Performance with Raw All Strides Dataset

Control subjects vs. Parkinsonism patients

Table 29: Performance and hyperparameters of the best MLP classifier developed with the 7 Raw All
Strides features selected by the gini method for the controls vs. Parkinsonism differentiation task.

Gini Method - 7 Selected Features
Accuracy Sensitivity Specificity

Training Set 99.27% 97.98% 99.68%
Validation Set 91.48% 89.33% 94.67%
Test Set 99.44% 98.44% 99.76%
Test Set Individual Performance 100% 100% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.0015 0.1 24/16 32 26
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IPD patients vs. VaP patients

Table 30: Performance and hyperparameters of the best MLP classifier developed with the 4 Raw All
Strides features selected by the gini method for the IPD vs. VaP differentiation task.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 94.86% 95.07% 94.54%
Validation Set 71.52% 64.14% 67.17%
Test Set 79.88% 88.76% 69.09%
Test Set Individual Performance 83.33% 100% 75.0%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.002 0.1 20/14 32 36

7.3.2 Performance with Normalized All Strides Dataset

Control subjects vs. Parkinsonism patients

Table 31: Performance and hyperparameters of the best MLP classifier developed with the 2 Normalized
All Strides features selected by the lasso method for the controls vs. Parkinsonism differentiation task.

Lasso Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 94.54% 81.41% 99.87%
Validation Set 90.15% 83.29% 96.77%
Test Set 99.63% 100.0% 99.52%
Test Set Individual Performance 100% 100% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.002 0.2 26/18 32 36
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IPD patients vs. VaP patients

Table 32: Performance and hyperparameters of the best MLP classifier developed with the 3 Normalized
All Strides features selected by the lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 82.53% 82.26% 83.20%
Validation Set 65.77% 70.81% 69.46%
Test Set 96.71% 99.66% 92.35%
Test Set Individual Performance 100% 100% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.001 0.3 12/16 64 36

7.3.3 Performance with Raw Mean Strides Dataset

Control subjects vs. Parkinsonism patients

Table 33: Performance and hyperparameters of the best MLP classifier developed with the 3 Raw Mean
Strides features selected by the gini/step-wise method for the controls vs. Parkinsonism differentiation
task.

Gini/Step-Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 94.16% 85.22% 100%
Validation Set 93.5% 88.33% 100%
Test Set 100% 100% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.001 0.2 20/16 64 26
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IPD patients vs. VaP patients

Table 34: Performance and hyperparameters of the best MLP classifier developed with the 13 Raw Mean
Strides features selected by the backward step-wise method for the IPD vs. VaP differentiation task.

Step-Wise Method - 13 Selected Features
Accuracy Sensitivity Specificity

Training Set 84.61% 80.95% 89.14%
Validation Set 84.17% 81.67% 81.67%
Test Set 83.33% 75.0% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.002 0.2 18/26 4 26

7.3.4 Performance with Normalized Mean Strides Dataset

Control subjects vs. Parkinsonism patients

Table 35: Performance and hyperparameters of the best MLP classifier developed with the 5 Normalized
Mean Strides features selected by the lasso method for the controls vs. Parkinsonism differentiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 94.14% 85.06% 100%
Validation Set 95.5% 91.67% 100%
Test Set 100% 100% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.001 0.2 30/26 4 26
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IPD patients vs. VaP patients

Table 36: Performance and hyperparameters of the best MLP classifier developed with the 5 Normalized
Mean Strides features selected by the lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 86.49% 87.64% 86.41%
Validation Set 77.5% 86.67% 80.0%
Test Set 83.33% 100% 75.0%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.001 0.3 22/12 2 26

7.4 Performance evaluation for the DBN classifiers

Different hyperparameters were combined which resulted in the development of 1500 DBN classifiers

for each classification task and feature subset. This work comprises four different datasets, each dataset

is used to perform two classification tasks and each classification task is evaluated using the three best

feature subsets previously selected. In total, the number of developed DBN classifiers is 36000.

The search of hyperparameters included 13 different values for the first hidden layer of neurons, 15

different values for the second hidden layer of neurons, 10 different values for the learning rate of the

unsupervised training stage (Stage 1), 3 different values for the learning rate of the fine-tuning stage

(Stage 2), 4 different values for the dropout rate, 3 different values for the batch size, 6 different values

for the epochs of the Stage 1, and 6 different values for the epochs of the Stage 2. From all the possible 2

525 200 combinations between these hyperparameters, 1500 were randomly chosen to develop the DBN

classifiers.

From all the developed DBN classifiers the one with the best validation performance on each classi-

fication task and feature subset was selected and used to make predictions on the test set. Finally, for

each classification task the best overall DBN classifier, based on the validation and test performances,

125



CHAPTER 7. RESULTS PARKINSONISM

was selected. The results are presented in the following sub-sections.

7.4.1 Performance with Raw All Strides Dataset

Control subjects vs. Parkinsonism patients

Table 37: Performance and hyperparameters of the best DBN classifier developed with the 6 Raw All
Strides features selected by the lasso method for the controls vs. Parkinsonism differentiation task.

Lasso Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 93.37% 80.39% 98.33%
Validation Set 91.70% 84.98% 98.93%
Test Set 99.81% 100% 99.76%
Test Set Individual Performance 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.004 0.001 0.0 18/16 32 10 100

IPD patients vs. VaP patients

Table 38: Performance and hyperparameters of the best DBN classifier developed with the 7 Raw All
Strides features selected by the lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 7 Selected Features
Accuracy Sensitivity Specificity

Training Set 64.52% 66.97% 61.89%
Validation Set 66.66% 63.66% 66.0%
Test Set 86.24% 81.99% 100%
Test Set Individual Performance 83.33% 75.0% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.0055 0.0015 0.2 24/16 32 10 100
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7.4.2 Performance with Normalized All Strides Dataset

Control subjects vs. Parkinsonism patients

Table 39: Performance and hyperparameters of the best DBN classifier developed with the 4 Normalized
All Strides features selected by the gini method for the controls vs. Parkinsonism differentiation task.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 93.61% 89.89% 99.15%
Validation Set 93.03% 88.10% 99.28%
Test Set 98.89% 98.40% 99.04%
Test Set Individual Performance 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.0015 0.002 0.2 14/12 64 8 100

IPD patients vs. VaP patients

Table 40: Performance and hyperparameters of the best DBN classifier developed with the 3 Normalized
All Strides features selected by the lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 80.44% 78.70% 84.09%
Validation Set 78.37% 67.21% 89.47%
Test Set 94.66% 92.15% 100%
Test Set Individual Performance 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.0015 0.0015 0.1 16/18 32 11 100
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7.4.3 Performance with Raw Mean Strides Dataset

Control subjects vs. Parkinsonism patients

Table 41: Performance and hyperparameters of the best DBN classifier developed with the 5 Raw Mean
Strides features selected by the lasso method for the controls vs. Parkinsonism differentiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 91.98% 82.91% 98.14%
Validation Set 96.0% 95.0% 100%
Test Set 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.007 0.0015 0.1 18/16 2 8 100

IPD patients vs. VaP patients

Table 42: Performance and hyperparameters of the best DBN classifier developed with the 5 Raw Mean
Strides features selected by the lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 63.32% 71.89% 65.57%
Validation Set 74.17% 86.67% 76.67%
Test Set 83.33% 100.0% 75.0%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.006 0.0015 0.1 22/16 2 10 110
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7.4.4 Performance with Normalized Mean Strides Dataset

Control subjects vs. Parkinsonism patients

Table 43: Performance and hyperparameters of the best DBN classifier developed with the 5 Normalized
Mean Strides features selected by the gini method for the controls vs. Parkinsonism differentiation task.

Gini Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 90.15% 80.18% 98.75%
Validation Set 95.5% 91.67% 100%
Test Set 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.0075 0.002 0.1 18/24 2 8 100

IPD patients vs. VaP patients

Table 44: Performance and hyperparameters of the best DBN classifier developed with the 5 Normalized
Mean Strides features selected by the backward step-wise method for the IPD vs. VaP differentiation task.

Step-Wise Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 67.18% 67.94% 68.21%
Validation Set 76.67% 90.0% 86.67%
Test Set 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.0075 0.002 0.2 24/18 2 10 120

7.5 Performance evaluation for the LSTM classifiers

Different hyperparameters were combined which resulted in the development of 1500 LSTM classifiers

for each classification task and feature subset. This work comprises two different datasets, each dataset
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is used to perform two classification tasks and each classification task is evaluated using the three best

feature subsets previously selected. In total, the number of developed LSTM classifiers is 18000.

The search of hyperparameters included 15 different values for the first LSTM hidden layer of neurons,

17 different values for the second LSTM hidden layer of neurons, 15 different values for the first MLP hidden

layer of neurons, 17 different values for the second MLP hidden layer of neurons, 4 different values for the

learning rate, 4 different values for the dropout rate, 3 different values for the batch size, and 6 different

values for the epochs. From all the possible 18 727 200 combinations between these hyperparameters,

1500 were randomly chosen to develop the LSTM classifiers.

From all the developed LSTM classifiers the one with the best validation performance on each clas-

sification task and feature subset was selected and used to make predictions on the test set. Finally, for

each classification task the best overall LSTM classifier, based on the validation and test performances,

was selected. The results are presented in the following sub-sections.

7.5.1 Performance with Raw All Strides Dataset

Control subjects vs. Parkinsonism patients

Table 45: Performance and hyperparameters of the best LSTM classifier developed with the 8 Raw All
Strides features selected by the backward step-wise method for the controls vs. Parkinsonism differentia-
tion task.

Step-Wise Method - 8 Selected Features
Accuracy Sensitivity Specificity

Training Set 89.25% 77.34% 99.02%
Validation Set 95.50% 91.67% 100%
Test Set 100% 100% 100%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.002 0.2 22/14 22/16 4 30
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IPD patients vs. VaP patients

Table 46: Performance and hyperparameters of the best LSTM classifier developed with the 4 Raw All
Strides features selected by the gini method for the IPD vs. VaP differentiation task.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 67.75% 73.91% 76.65%
Validation Set 74.17% 76.67% 85.0%
Test Set 83.33% 75.0% 100%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.001 0.2 22/14 22/16 4 30

7.5.2 Performance with Normalized All Strides Dataset

Control subjects vs. Parkinsonism patients

Table 47: Performance and hyperparameters of the best LSTM classifier developed with the 3 Normal-
ized All Strides features selected by the backward step-wise method for the controls vs. Parkinsonism
differentiation task.

Step-Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 82.37% 77.87% 88.82%
Validation Set 91.0% 83.33% 95.0%
Test Set 100% 100% 100%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.002 0.2 22/14 22/16 4 30
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IPD patients vs. VaP patients

Table 48: Performance and hyperparameters of the best LSTM classifier developed with the 3 Normalized
All Strides features selected by the lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 77.80% 73.14% 84.18%
Validation Set 82.50% 81.67% 80.0%
Test Set 100% 100% 100%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.001 0.2 22/16 18/14 2 30

7.6 Performance evaluation for the CNN classifiers

Different hyperparameters were combined which resulted in the development of 1500 CNN classifiers

for each classification task and feature subset. This work comprises two different datasets, each dataset

is used to perform two classification tasks and each classification task is evaluated using the three best

feature subsets previously selected. In total, the number of developed CNN classifiers is 18000.

The search of hyperparameters included 15 different values for the first CNN hidden layer of neurons,

17 different values for the second CNN hidden layer of neurons, 15 different values for the first MLP hidden

layer of neurons, 17 different values for the second MLP hidden layer of neurons, 3 different values for the

Kernel value (length of the convolution window), 4 different values for the learning rate, 4 different values

for the dropout rate, 3 different values for the batch size and 6 different values for the epochs. From all

the possible 56 181 600 combinations between these hyperparameters, 1500 were randomly chosen to

develop the CNN classifiers.

From all the developed CNN classifiers the one with the best validation performance on each classi-

fication task and feature subset was selected and used to make predictions on the test set. Finally, for

each classification task the best overall CNN classifier, based on the validation and test performances,
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was selected. The results are presented in the following sub-sections.

7.6.1 Performance with Raw All Strides Dataset

Control subjects vs. Parkinsonism patients

Table 49: Performance and hyperparameters of the best CNN classifier developed with the 7 Raw All
Strides features selected by the gini method for the controls vs. Parkinsonism differentiation task.

Gini Method - 7 Selected Features
Accuracy Sensitivity Specificity

Training Set 95.06% 92.25% 96.80%
Validation Set 94.67% 86.67% 96.67%
Test Set 100% 100% 100%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.001 0.2 22/16 3 18/14 4 30

IPD patients vs. VaP patients

Table 50: Performance and hyperparameters of the best CNN classifier developed with the 4 Raw All
Strides features selected by the gini method for the IPD vs. VaP differentiation task.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 79.38% 87.36% 77.63%
Validation Set 71.67% 70.0% 76.67%
Test Set 100% 100% 100%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.001 0.4 22/14 3 22/16 2 30
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7.6.2 Performance with Normalized All Strides Dataset

Control subjects vs. Parkinsonism patients

Table 51: Performance and hyperparameters of the best CNN classifier developed with the 3 Normal-
ized All Strides features selected by the backward step-wise method for the controls vs. Parkinsonism
differentiation task.

Step-Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 90.10% 82.53% 95.01%
Validation Set 90.17% 88.33% 96.67%
Test Set 100% 100% 100%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.001 0.4 22/14 3 22/16 2 30

IPD patients vs. VaP patients

Table 52: Performance and hyperparameters of the best CNN classifier developed with the 3 Normalized
All Strides features selected by the lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 79.68% 78.28% 81.18%
Validation Set 82.50% 81.67% 80.0%
Test Set 100% 100% 100%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.001 0.2 24/16 5 18/14 2 20
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7.7 Performance evaluation for the CNN classifiers based on

the On and Off medication gait data

The CNN classifier based on the On and Off medication gait data is constructed based on two CNN

models, one processes the On medication gait data and the other processes the Off medication gait data.

Both models share the same hyperparameters, the features of the last layer of the each CNN model are

added and fed to the feed-forward network (MLP) whose output will be the prediction of each patient gait

patterns. The following Figure 11 summarizes the architecture of the developed classifier.

Figure 11: Architecture of the CNN classifier based on the On and Off medication gait data for the classi-
fication task of differentiating between IPD and VaP gait patterns.

Different hyperparameters were combined which resulted in the development of 1500 On/Off CNN

classifiers for each feature subset of the IPD vs. VaP differentiation task. This work comprises two different

datasets and each dataset is evaluated using the three best feature subsets previously selected. In total,

the number of developed On/Off CNN classifiers is 9000.

The search of hyperparameters included 15 different values for the first CNN hidden layer of neurons,

17 different values for the second CNN hidden layer of neurons, 15 different values for the first MLP hidden

layer of neurons, 17 different values for the second MLP hidden layer of neurons, 3 different values for the
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Kernel value (length of the convolution window), 4 different values for the learning rate, 4 different values

for the dropout rate, 3 different values for the batch size, and 6 different values for the epochs. From all

the possible 56 181 600 combinations between these hyperparameters, 1500 were randomly chosen to

develop the On/Off CNN classifiers.

From all the developed On/Off CNN classifiers, the one with the best validation performance on each

feature subset was selected and used to make predictions on the test set. Finally, for each dataset the best

overall On/Off CNN classifier, based on the validation and test performances, was selected. The results

are presented in the following sub-sections.

7.7.1 Performance with Raw All Strides Dataset

IPD patients vs. VaP patients

Table 53: Performance and hyperparameters of the best CNN classifier developed with the 3 Raw All
Strides features selected by the backward step-wise method for the IPD vs. VaP differentiation task. The
features were collected when the patients were On and Off medication.

Step-Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 91.85% 92.0% 91.82%
Validation Set 89.17% 96.67% 91.67%
Test Set 100% 100% 100%

On/Off CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.002 0.2 32/16 5 32/16 2 30
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7.7.2 Performance with Normalized All Strides Dataset

IPD patients vs. VaP patients

Table 54: Performance and hyperparameters of the best CNN classifier developed with the 2 Normalized
All Strides features selected by the gini method for the IPD vs. VaP differentiation task. The features were
collected when the patients were On and Off medication.

Gini Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 86.97% 83.49% 90.98%
Validation Set 87.50% 91.67% 95.0%
Test Set 100% 100% 100%

On/Off CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.002 0.3 20/16 5 20/16 4 24

7.8 Performance evaluation for the CNN/MLP classifiers based

on the On and Off medication gait data and biometric data

The CNN/MLP classifier based on the On and Off medication gait and biometric data (age, weight,

height, and gender) of each patient is constructed based on two CNN models, one processes the On med-

ication gait data and the other processes the Off medication gait data, and an MLP model that processes

the biometric data. Both CNN models share the same hyperparameters, the features of the last layer

of each CNN model are added and the features of the last layer of the MLP model that processes the

biometric data are concatenated to the added features of the CNN models. The concatenated features are

then fed to the final feed-forward network (MLP) whose output will be the prediction of each patients’ gait

patterns. The following Figure 12 summarizes the architecture of the developed classifier.

137



CHAPTER 7. RESULTS PARKINSONISM

Figure 12: Architecture of the CNN Classifier based on the On and Off medication gait data and the
biometric data for the classification task of differentiating between IPD and VaP gait patterns.

Different hyperparameters were combined which resulted in the development of 1500 CNN/MLP

classifiers for each feature subset of the IPD vs. VaP differentiation task. This work comprises one dataset

(Raw All Strides and biometric data of each patient) that is evaluated using the three best gait feature

subsets previously selected. In total, the number of developed CNN/MLP classifiers is 4500.

The search of hyperparameters included 15 different values for the first CNN hidden layer of neurons,

17 different values for the second CNN hidden layer of neurons, 15 different values for the first MLP hidden

layer of neurons, 17 different values for the second MLP hidden layer of neurons, 3 different values for

the Kernel value (length of the convolution window), 4 different values for the learning rate, 4 different

values for the dropout rate, 3 different values for the batch size, and 6 different values for the epochs.

The number of neurons of the MLP that processes the biometric data was fixed. From all the possible

56 181 600 combinations between these hyperparameters, 1500 were randomly chosen to develop the

CNN/MLP classifiers.

From all the developed CNN/MLP classifiers the one with the best validation performance on each fea-

ture subset was selected and used to make predictions on the test set. Finally, the best overall CNN/MLP

classifier, based on the validation and test performances, was selected. The results are described next.
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7.8.1 Performance with Raw All Strides Dataset

IPD patients vs. VaP patients

Table 55: Performance and hyperparameters of the best CNN/MLP classifier developed with the 7 Raw All
Strides features selected by the lasso method for the IPD vs. VaP differentiation task. The classifier was
developed based on gait features collected while the patients were On and Off medication and biometric
data of each patient.

Lasso Method - 7 Selected Features
Accuracy Sensitivity Specificity

Training Set 87.17% 84.46% 91.67%
Validation Set 92.50% 96.67% 95.0%
Test Set 100% 100% 100%

CNN/MLP Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Bio Final MLP Batch Size Epochs
0.001 0.3 20/16 7 16/8 20/16 4 24

7.9 Performance comparison among the different classifiers

In this Section, a comparison between the overall performances of the best classifiers for the differen-

tiation task of controls vs. Parkinsonism and the differentiation task of IPD vs. VaP is summarized in the

following tables.

7.9.1 Controls vs. Parkinsonism performance comparison

The following Table 56 summarizes the best results for the Controls vs. Parkinsonism classification

task based on the Raw and Normalized All Strides datasets features.
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Table 56: Validation and test performance comparison between the best classifiers when trained with All
Strides datasets features for the controls vs. Parkinsonism differentiation task.

Raw All Strides Normalized All Strides

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

SVM Classifier

Validation/Test

96.23% 95.68% 96.95% 94.65% 91.42% 98.17%

97.96% 92.65% 99.75% 97.41% 90.65% 99.75%

MLP Classifier

Validation/Test

91.48% 79.33% 94.67% 90.15% 83.29% 96.77%

99.44% 98.44% 99.76% 99.63% 100% 99.52%

DBN Classifier

Validation/Test

91.70% 84.98% 98.93% 93.03% 88.10% 99.28%

99.81% 100% 99.76% 98.89% 98.40% 99.04%

LSTM Classifier

Validation/Test

95.50% 91.67% 100% 91.0% 83.33% 95.0%

100% 100% 100% 100% 100% 100%

CNN Classifier

Validation/Test

94.67% 88.67% 96.67% 90.17% 88.33% 96.67%

100% 100% 100% 100% 100% 100%

For each classifier, validation performance is displayed on the first row, and test performance is displayed on the
second row.

The following Table 57 summarizes the best results for the Controls vs. Parkinsonism classification

task based on the Raw and Normalized Mean Strides datasets features.

Table 57: Validation and test performance comparison between the best classifiers when trained with
Mean Strides datasets features for the controls vs. Parkinsonism differentiation task.

Raw Mean Strides Normalized Mean Strides

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

SVM Classifier

Validation/Test

95.50% 91.67% 100% 93.50% 90.0% 100%

100% 100% 100% 100% 100% 100%

MLP Classifier

Validation/Test

93.50% 88.33% 100% 95.50% 91.67% 100%

100% 100% 100% 100% 100% 100%

DBN Classifier

Validation/Test

96.0% 95.0% 100% 95.50% 91.67% 100%

100% 100% 100% 100% 100% 100%
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For each classifier, validation performance is displayed on the first row, and test performance is displayed on the
second row.

7.9.2 IPD vs. VaP performance comparison

The following Table 58 summarizes the best results for the IPD vs. VaP classification task based on

the Raw and Normalized All Strides datasets.

Table 58: Validation and test performance comparison between the best classifiers when trained with All
Strides datasets for the IPD vs. VaP differentiation task.

Raw All Strides Normalized All Strides

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

SVM Classifier
68.86% 65.07% 56.39% 80.16% 84.42% 66.65%

78.44% 92.37% 65.34% 95.89% 93.85% 100%

MLP Classifier
71.52% 64.14% 67.17% 65.77% 70.81% 69.46%

79.88% 88.76% 69.09% 96.71% 99.66% 92.35%

DBN Classifier
66.66% 63.66% 66.00% 78.37% 67.21% 89.47%

86.24% 81.99% 100% 94.66% 92.15% 100%

LSTM Classifier
74.17% 76.67% 85.0% 82.50% 81.67% 80.0%

83.33% 75.0% 100% 100% 100% 100%

CNN Classifier
71.67% 70.0% 76.67% 82.50% 81.67% 80.0%

100% 100% 100% 100% 100% 100%

CNN Classifier

On/Off gait data

89.17% 96.67% 91.67% 87.50% 91.67% 95.0%

100% 100% 100% 100% 100% 100%

CNN Classifier

Bio data + On/Off gait data

92.50% 96.67% 95.0% — — —

100% 100% 100% — — —

For each classifier, validation performance is displayed on the first row, and test performance is displayed on the
second row.
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The following Table 59 summarizes the best results for the IPD vs. VaP classification task based on

the Raw and Normalized Mean Strides datasets.

Table 59: Validation and test performance comparison between the best classifiers when trained with
Mean Strides datasets for the IPD vs. VaP differentiation task.

Raw Mean Strides Normalized Mean Strides

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

SVM Classifier

Validation/Test

74.17% 80.0% 75.0% 81.67% 85.0% 85.0%

83.33% 100% 75.0% 100% 100% 100%

MLP Classifier

Validation/Test

84.17% 81.67% 81.67% 77.50% 86.37% 80.0%

83.33% 75.0% 100% 83.33% 100% 75.0%

DBN Classifier

Validation/Test

74.17% 86.67% 76.67% 76.67% 90.0% 86.67%

83.33% 100% 75.0% 100% 100% 100%

For each classifier, validation performance is displayed on the first row, and test performance is displayed on the
second row.
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7.10 Clustering of Parkinsonism patients based on gait data

K-means clustering and hierarchical clustering based on the Mean Strides datasets were performed

to identify subgroups of patients with parkinsonism (IPD + VaP) with similar gait characteristics. Two

subsets of gait features were used: (1) the subset of gait features that achieved the best classification

performance results; (2) toe clearance and speed-related gait features such as cadence, speed and stride

length. This second choice of features was based on previous studies showing that Parkinsonism patients

display lower speed, shorter stride length and lower cadence (Lord et al. (2013), Winikates and Jankovic

(1999), Bäzner et al. (2000)), toe clearance measures were also selected since these have proven to be

powerful predictors of gait patterns based on the feature selection and classification results of this work.

The clustering was performed with both raw and MR normalized gait features. The approach was the

following: (1) perform feature extraction using PCA with the objective of extracting two PCs, this allows

graphical visualization of the results, (2) assess the performance of the two clustering methods (k-means

and hierarchical clustering) using the raw and normalized subset of gait features with the number of

clusters pre-defined to two, (3) select the best clustering method based on the clustering classification

performance, (4) perform clustering analysis with the selected method, the number of optimal clusters is

identified, depending on the selected clustering method, using the elbow method or the dendrogram and

finally (5) interpret the clustering results.

7.10.1 Clustering using the best performance classification features

The best normalized Mean Strides gait features, based on the classification performance of the previ-

ously developed classifiers, were CV of speed, ground cycle duration, peak swing, maximum toe

clearance 1 and stride length.

The best raw Mean Strides gait features, based on the classification performance of the previously

developed classifiers, were lift-off angle, maximum heal clearance, stride length, speed, CV of

speed, maximum toe clearance 2, peak swing, CV of minimum toe clearance, strike angle,
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CV of maximum heel clearance, CV of stride length, CV of lift-off angle and pushing.

Principal components analysis was applied to both the raw and normalized gait features, the resulting

PCs are summarized in the following Figure 13.
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(b) Normalized Principal Components

Figure 13: Principal Components and the respective cumulative sum of the explained variance.

The raw and normalized gait features were compressed to the first two PCs. The first two raw PCs
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account for 81.31% of the total variance and the first two normalized PCs account for 77.34% of the total

variance. The selected raw and normalized PCs were used to perform the clustering analysis.

To assess the classification performance of the clustering methods the number of clusters was pre-

defined to two. The results are summarized in the following Table 60.

Table 60: Clustering performance for the IPD vs. VaP classification task based on the two raw and
normalized PCs with the number of clusters pre-defined to two.

K Means Clustering Hierarchical Clustering

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

Raw PCs 68.97 % 77.78 % 65.00 % 62.07 % 71.43 % 59.09 %

Normalized PCs 65.52 % 75.00 % 61.90 % 62.07 % 80.00 % 58.33 %

From the analysis of Table 60 it can be concluded that the best performance was achieved by the

K-means method based on the two PCs obtained from the raw gait features. The K-means clustering was

used to perform clustering analysis of patients with parkinsonism based on the two raw PCs. The optimal

number of clusters was selected with the assistance of the elbow method, the following Figure 14 shows

the elbow method results.

Figure 14: Elbow Method using the two raw PCs.
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With the assistance of the elbow method results (see Figure 14), the selected optimal number of

clusters was three. The following figure 15 and Table 61 show the results of K-means clustering based on

the two raw PCs with the number of clusters set to three.

Clusters

PC1

P
C
2

Figure 15: K-means clustering based on the two raw PCs with the number of clusters set to three.

Table 61: Mean values of each gait feature for each cluster found by the K-means clustering analysis based
on the two raw PCs.

Feature Cluster 1

(8/7)

Cluster 2

(5/2)

Cluster 3

(1/5)

Lift-Off Angle -49.05 -32.09 -59.49

Max Heal Clearance 0.219 0.169 0.280

Stride Length 0.863 0.503 1.21

Speed 0.729 0.448 1.09

CV of Speed 7.65 15.36 5.203

Max Toe Clearance 2 0.089 0.048 0.138

Peak Swing 269.47 191.64 334.66

CV of Min Toe Clearance 10.49 9.30 10.37

Strike Angle 12.84 4.31 22.25

146



CHAPTER 7. RESULTS PARKINSONISM

CV of Max Heal Clearance 5.65 15.06 3.83

CV of Stride Length 5.78 15.61 3.87

CV of Lift-Off Angle -5.87 -12.01 -3.82

CV of Pushing 24.24 18.49 26.94

The following conclusions can be drawn from the analysis of Table 61, the first cluster is composed

of 8 VaP patients and 7 IPD patients, this cluster is evenly composed of patients of both disorders and

is characterized by mildly impacted gait patterns. The speed is low and stride length is small, the foot

clearance measures indicate restricted foot dexterity and flexibility, finally, the CVs indicate that the patients

are able to maintain consistent gait patterns throughout the walk.

The second cluster is composed of 5 VaP patients and 2 IPD patients. This cluster represents the

patients with the highest gait impairment, the speed is extremely low, stride length is extremely small,

the foot clearance measures indicate poor foot dexterity, flat-footed gait patterns and dragging of the feet.

Additionally, from the analysis of the CVs, it can be concluded that the gait patterns described by this cluster

are very inconsistent, the patients do not seem to be able to maintain a constant rhythm throughout the

walking course.

Finally, the third cluster is composed of 1 VaP patient and 5 IPD patients. This cluster represents the

best gait patterns among all clusters. The speed and stride length are the highest among all clusters, the

foot clearance measures indicate good foot dexterity, balance, and flexibility, the patients seem to be able

to land on their heel and push with their toes. The gait patterns are also steady and consistent. Overall

this cluster represents the less impaired gait patterns and is mainly composed of IPD patients.

7.10.2 Clustering using toe clearance and speed related gait features

The Mean Strides gait features used in this analysis were cadence, speed, stride length, maxi-

mum toe clearance 1, maximum heel clearance, maximum toe clearance 2 and minimum toe

clearance. The analysis was performed using the raw and normalized values of this subset of features.
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Principal components analysis was applied to both the raw and normalized gait features, the resulting

PCs are summarized in the following Figure 16.
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(b) Normalized Principal Components

Figure 16: Principal components and the respective cumulative sum of the explained variance.

The raw and normalized gait features were compressed to the first two PCs. The first two raw PCs

account for 77.29% of the total variance and the first two normalized PCs account for 81.28% of the total

variance. The selected raw and normalized PCs were used to perform the clustering analysis.
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To assess the classification performance of the clustering methods the number of clusters was pre-

defined to two. The results are summarized in the following Table 62.

Table 62: Clustering performance for the IPD vs. VaP classification task based on the two raw and
normalized PCs with the number of clusters pre-defined to two.

K Means Clustering Hierarchical Clustering

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

Raw PCs 62.07 % 57.89 % 70.00 % 58.62 % 54.17 % 80.00%

Normalized PCs 65.52 % 75.00 % 61.90 % 65.52 % 75.00 % 61.90 %

From the analysis of Table 62 it can be concluded that the performance results of both methods

are similar for the normalized PCs, however, with the raw PCs the K-means method achieved a greater

performance being the overall superior method. K-means clustering was then used to perform clustering

analysis of patients with parkinsonism based on the two normalized PCs. The optimal number of clusters

was selected with the assistance of the elbow method, the following Figure 17 shows the elbow method

results.
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Figure 17: Elbow Method using the two Normalized PCs.

With the assistance of the elbow method results (see Figure 17), the selected optimal number of
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clusters was three. The following Figure 18 and Table 63 show the results of K-means clustering based

on the two normalized PCs with the number of clusters set to three.

Clusters

PC1
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2

Figure 18: K-Means Clustering using the two normalized PCs and the number of clusters set to three.

Table 63: Mean values of each gait feature for each cluster found with K-means clustering based on the
two normalized PCs.

Feature Cluster 1

(5/2)

Cluster 2

(2/10)

Cluster 3

(7/3)

Cadence 107.61 103.74 101.50

Stride Length 0.529 1.02 0.865

Speed 0.473 0.889 0.737

Max Heel Clearance 0.181 0.235 0.228

Max Toe Clearance 1 0.070 0.069 0.087

Min Toe Clearance 0.030 0.036 0.037

Max Toe Clearance 2 0.047 0.108 0.096

The following conclusions can be drawn from the analysis of Table 63, the first cluster is composed

of 5 VaP patients and 2 IPD patients. This cluster is characterized by the lowest speed, smallest stride
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length and the highest cadence among all clusters. The foot clearance metrics indicate low foot agility and

dexterity causing flat-footed gait patterns. The maximum toe clearance 2 and maximum heel clearance

are low which indicates that the patients are not landing with the heel, the patients are instead lading

and pushing with a flat foot. Overall this cluster represents the worst gait patterns comparing to the other

clusters.

The second cluster is composed of 2 VaP patients and 10 IPD patients. This cluster represents the

highest stride length and speed among the clusters. The foot clearance metrics indicate good foot agility

and balance. The maximum toe clearance 2 measure indicates that the patients are landing with the heel,

the maximum heel clearance measure is also a good indicator that the patients are pushing off the ground

with the front of the foot. Overall this cluster represents the best gait patterns among the three clusters

and is mainly composed of IPD patients.

The third and final cluster is composed of 7 VaP patients and 3 IPD patients. This cluster represents

good foot clearance measures, similar to those of the second cluster. However, the speed, cadence and

stride length measures are lower than those of the second cluster. Overall this cluster represents slightly

impaired gait patterns, the cluster is composed of patients that display slightly slow gait patterns associated

with good balance and foot agility.

7.11 Parkinsonism Results Discussion

7.11.1 General discussion

One of the main goals of this work was to exhaustively investigate the performance of machine learning

classifiers based on gait data acquired by wearable sensors to identify differences between two groups of

individuals: controls vs. Parkinsonism patients and IPD vs. VaP patients. Previous studies have shown that

a gait normalization approach using MR has the potential to minimize the effect of inter-subject physical

differences and self-selected speed on gait features which improves the classifiers’ ability to differentiate

normal gait patterns from parkinsonian gait patterns (Mikos et al. (2018); Wahid et al. (2016, 2015)). This
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hypothesis was tested in the present work, MR gait normalization was implemented which generated two

normalized gait datasets, resulting in a total of four gait datasets. For the development of the classifiers,

the four datasets including the Raw All Strides, Normalized All Strides, Raw Mean Strides, and Normalized

Mean Strides were used and their respective performance results were compared.

Before addressing the developed machine learning classifiers it is important to address the dimension-

ality of the datasets used in this work. The collected datasets present a high number of features, some of

these features might be irrelevant to the classification tasks being tackled, irrelevant features should be

addressed and removed since these increase the computational cost of the classifiers and might also lead

to performance decreases (Alpaydin (2010)). Dimensionality reduction is also important given the sample

size of this work, a large number of features given a small sample size might lead to over-fitting which

also decreases performance. Over-fitting is a consequence of learning with the data instead of learning

the patterns that underlies the data (Mohri et al. (2012)). To improve the performance of the classifiers

dimensionality reduction using feature selection methods was implemented. This work made use of three

feature selection methods: backward step-wise, lasso and gini. Feature selection has been shown to result

in enhanced performance, a reduced hypothesis search space (increased interpretability), and reduced

computational cost (Hall and Smith (1998), Alpaydin (2010)).

The implemented feature selection approach consisted of three feature selection methods and four

SVM classifiers, the only difference between the SVM classifiers was the kernel function. This approach

worked as follows, the feature selection methods reduced the number of features one step at a time, at

each iteration the performance of the four SVM classifiers was evaluated based on the selected features

using 10-fold stratified cross validation (approach detailed in section 7.1). For each dataset, each feature

selection method and each differentiation task the subset of features that achieved the best performance

was chosen. The best subsets of features were used to develop the machine learning classifiers.

The proposed feature selection approach achieved great results, the performance of the four SVM

classifiers always increased when based on a subset of the original features. The SVM kernel that seems

to achieve the best performance was the linear kernel, the feature selection method that finds the best

subset of features based on the SVMs performances was the gini (mean accuracy: 87.49 ± 8.12), the

lasso method performed slightly worse (mean accuracy: 86.02 ± 7.52) and finally, the backward step

wise method achieved the worst performance overall (mean accuracy: 81.88 ± 11.21). These results
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further corroborate previous findings where feature selection methods have shown a positive effect on the

performance of machine learning classifiers when working with gait variables for the classification of IPD

patients (Javed et al. (2018), Rovini et al. (2018)).

For the classification of controls vs. Parkinsonism and IPD vs. VaP, five machine learning classi-

fier architectures were used these include SVMs, MLPs, DBNs, LSTMs, and CNNs. Each classifier was

implemented based on the selected subsets of gait features for each classification task using various com-

binations of hyperparameters. The performance of each classifier was evaluated based on the average of

the validation (obtained by 10-fold stratified cross-validation) and test performances.

7.11.2 Controls vs. Parkinsonism

Classification performance of controls vs. Parkinsonism patients was extremely good for all datasets.

The best overall performance was achieved by the DBN classifier based on the 5 Raw Mean Strides features

selected by the lasso method, the classifier obtained an accuracy of 98.0% ± 2.0, a sensibility of 97.5%

± 2.5 and a specificity of 100% ± 0.0 (results are shown as mean of validation and test performance ±

standard deviation). The 5 Raw Mean Strides features were cadence, speed, peak swing, CV of pushing and

CV of maximum toe clearance 2. These results show that slow cadence, low speed, slow peak swing and

variations in pushing and maximum toe clearance 2 while walking are powerful predictors of parkinsonian

gait patterns, these findings are aligned with previous studies showing that Parkinsonism patients exhibit

slowness of gait, shorter steps and shuffling of the feet (Lord et al. (2013), Winikates and Jankovic (1999),

Bäzner et al. (2000)).

The classifier that achieved the worst results was the MLP based on 2 Normalized All Strides features

selected by the lasso method, the classifier obtained an accuracy of 94.89% ± 4.74, a sensibility of

91.65% ± 8.35 and a specificity of 98.15% ± 1.38, the 2 Normalized All Strides features were speed and

maximum heel clearance. These findings indicate that the classification results are extremely consistent,

the worst classifier was able to obtain a mean accuracy of 94.89% which is comparable to the best initial

results obtained by this work (Fernandes et al. (2018)). Foot clearance metrics, especially maximum heel

clearance and maximum toe clearance 2, have proven to be extremely powerful predictors of parkinsonian
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gait patterns, these features were constantly among the best subset of features selected by the feature

selection methods. It can be concluded that these foot clearance features are extremely important and

should be considered in future analysis of parkinsonian gait.

All classifiers achieved a higher specificity than sensitivity when differentiating between controls and

Parkinsonism patients. These results indicate that the classifiers do not predict that a Parkinsonism subject

displays normal gait patterns. The mispredictions that the classifiers make occur when the classifier

predicts that controls display parkinsonian gait patterns, this is a desired characteristic because the cost

associated with the misclassification of a Parkinsonism patient is greater compared to the misclassification

of a healthy subject. Furthermore, the overall performance of the normalized gait datasets was very similar

to the performance obtained using the raw gait datasets.

To conclude, the classification results achieved in this work are comparable to results achieved by

previous studies that used ANNs, SVMs, RFs, K-Nearest Neighbours, among other classifiers based on

gait data to differentiate between controls and IPD patients. Using ANNs classifiers Manap et al. achieved

between 81.25% and 95.63% accuracy (Manap et al. (2011)). Other study conducted by Tahir and Manap

achieved between 66.40% and 100% accuracy using SVMs and ANNs classifiers (Tahir and Manap (2012)).

More recently Wahid et al. implemented an RF classifier that achieved an accuracy of 92.6% when classi-

fying controls vs. IPD patients based on MR normalized gait data. (Wahid et al. (2015)). All these studies

trained the classifiers using various configurations of hyperparameters, the performance metrics where

evaluated based on k-fold cross-validation.

7.11.3 VaP vs. IPD

When trying to distinguish between VaP and IPD patients, the performance of the classifiers slightly

decreased and a higher spectrum of performances was observed compared to the controls vs. Parkinson-

ism classification task. The decrease in performance shows the difficulty in the differentiation between

these disorders. Nevertheless, good performance results were obtained when making predictions, the

best overall classification results were obtained when using All Strides datasets and time-series specific

classifiers such as the LSTM and CNN, specifically when taking into account the effect of levodopa medi-
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cation. These results indicate that time-series specific classifiers are better able to capture the underlying

gait patterns of VaP and IPD patients, this might result from the fact that walking events of IPD and VaP

patients present high variability so, time-series classifiers ability to connect walking events seem to be an

advantage when detecting the underlying gait patterns displayed by IPD and VaP patients.

The best classifier was the CNN based on 3 Raw All Strides dataset features collected while the patients

were on and off medication. The 3 features were lift-off angle, peak swing and stride length, these were

selected by the step-wise method. This CNN classifier achieved an accuracy of 94.59%± 5.41, a sensibility

of 98.34% ± 1.66 and a specificity of 95.84% ± 4.16. These classification results were further improved

when the biometric data of each patient was used as input alongside the gait features collected while

the patients were on and off medication, the CNN classifier based on the biometric data and the same

3 on/off medication Raw All Strides features achieved an accuracy of 96.25% ± 3.75, a sensibility of

98.33% ± 1.66 and a specificity of 97.50% ± 2.50. These results show that the response of gait data to

levodopa presents valuable information when classifying VaP vs. IPD patients, these findings are aligned

with previous studies showing that VaP patients do not respond well to levodopa medication compared to

IPD patients, the walking events of VaP patients with and without medication are similar while the walking

events of IPD patients improve while they have the effect of levodopa medication (Miguel-Puga et al. (2017),

Gupta and Kuruvilla (2011)). Feeding the physical properties of the patients as input along side the gait

features was an effort to make the classifier learn the impact of physical properties on gait patterns. The

architecture proposed in this work was successful and achieved the best VaP vs. IPD classification results.

These findings suggest that this approach might be useful to simultaneously perform classification and

normalization of gait data according to the patients’ physical properties, however, further investigation is

required.

Still focusing on the VaP vs. IPD classification task, in general, the normalized gait datasets achieved

slightly greater results than the raw gait datasets. However, the differences in performance between these

gait datasets were not very accentuated. Regarding the SVMs, MLPs and DBNs architectures, the best

classifier was the SVM based on 5 Normalized Mean Strides features selected by the step-wise method,

this classifier achieved an accuracy of 90.84% ± 9.17, a sensibility of 92.50% ± 7.50 and a specificity of

92.50% ± 7.50, the 5 features were CV of speed, cycle duration, peak swing, maximum toe clearance 1

and stride length. These results provide further contributions to the research started in 2018 which resulted
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in the first publication that included the analysis and prediction of a VaP and an IPD group (Fernandes

et al. (2018)).

7.11.4 Clustering of Parkinsonism patients

A recent study performed clustering analysis over motor and non-motor features of 951 IPD patients

and has concluded the existence of homogeneous subgroups of IPD patients (Mu et al. (2017)). In

this work, clustering analysis was applied to explore the existence of subgroups between IPD and VaP

patients based on mean strides gait measurements. Two clustering analysis were conducted, the first

used the subset of Mean Strides features that achieved the best performance when classifying between

IPD and VaP patients, the second clustering analysis used toe clearance and speed-related features (speed,

stride length, and cadence). This second choice of features was based on previous studies showing that

Parkinsonism patients display lower speed, shorter stride length and lower cadence (Lord et al. (2013),

Winikates and Jankovic (1999), Bäzner et al. (2000)), toe clearance measures were also selected since

these have proven to be powerful predictors of gait patterns based on the feature selection and classification

results of this work.

The first step of the clustering analysis was data dimensionality reduction using PCA, which resulted

in the extraction of two raw PCs and two normalized PCs. The classification performance of K-means

and hierarchical clustering was conducted with the number of clusters pre-defined to two. In the first

clustering analysis, the superior clustering method was the K-means clustering based on the two raw PCs,

this method achieved an accuracy of 68.97%. The K-means method based on the two raw PCs was used to

implement the clustering analysis. From the analysis of the elbow method, the optimal number of clusters

was three. The clustering analysis found the following 3 subgroups: the first cluster was composed of

8 IPD and 7 VaP patients (53.33%/46.67%), this cluster was characterized by slow, rigid but relatively

steady (not much variation) gait patterns, the second cluster was composed of 2 IPD and 5 VaP patients

(28.57%/71.43%) and was characterized by extremely slow, highly variable and limited range of motion

gait patterns, the final group was composed of 5 IPD patients and 1 VaP patient (83.33%/16.67%), this

last cluster was characterized by good, consistent and stable gait patterns, this third cluster represented
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the best gait patterns among all clusters.

In the second clustering analysis, the superior clustering method was the K-means clustering based

on two normalized PCs, the K-means achieved a classification accuracy of 65.52%. From the analysis

of the elbow method, the optimal number of clusters was three. The resulting clusters captured similar

characteristics to those of the first clustering analysis, the main difference was the number of patients

composing each cluster, in this second analysis there was not a cluster with an even number of VaP and

IPD patients. The first cluster was composed of 2 IPD and 5 VaP patients (28.57%/71.43%), the second

cluster was composed of 2 IPD and 10 VaP patients (16.67%/83.33%) and finally, the third cluster was

composed of 7 IPD and 3 VaP patients (70.0%/30.0%). Similar to the first clustering analysis, the third

cluster was characterized by the best gait patterns.

These results are very consistent, both clustering analysis based on different gait features achieved

very similar results. These findings indicate that subgroups of homogeneous patients between IPD and

VaP might exist and that these diseases affect gait patterns in multiples ways. The underlying detected

patterns indicated that VaP patients presented greater difficulties and displayed worst gait patterns than the

IPD patients, however, there were IPD patients that also presented extremely affected gait patterns since

there were no clusters composed of only one disease. These findings are aligned with previous studies

stating that VaP patients display greater gait impairments when comparing to IPD patients (Lehosit and

Leslie J. (2015), Zijlmans et al. (2004)). In both cluster analysis the number of optimal clusters was three

and the characteristics of the clusters indicated that there was a group that displayed extremely affect gait

patterns (this group was mainly composed of VaP patients), a group that displayed mildly affected gait

patterns (this group was more evenly composed but the majority were VaP patients) and finally, a group

that displayed impacted but still reasonably good gait patterns (this group was mainly composed of IPD

patients).
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Results Fabry Disease

This chapter details the feature selection results and the performance results of the various classifiers

developed to tackle the FD with CNS lesions vs. FD without CNS lesions classification task. When per-

forming classification with the SVM, MLP or DBN classifiers based on All Strides datasets the individual

test performance is computed based on the following: a subject is classified as belonging to a group if

more than 50% of his strides are classified as being of that group.

The following sections only detail the best performance results, all results can be found in the Appendix.

8.1 Feature selection

In this Section, the feature selection results for the FD without CNS lesions vs. FD with CNS lesions

classification task based on the four FD gait datasets composed of 20 FD patients (7 without CNS lesions

and 13 CNS with lesions) are described. Feature scaling has been performed before feature selection

ensuring that the range of features does not impact the results.

The FD gait feature selection follows the procedure detailed in Section 7.1.

The feature selection results for each gait dataset are described next. In the following plots, each point

represents the mean of the final training and validation accuracies. The width represents the 95% CI. The

objective is to choose the subset of features with the highest average accuracy and the lowest CI (width),
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that is the classifier is neither over-fitting or under-fitting to the training data.

8.1.1 Feature selection - Dataset Raw All Strides

Patients with CNS lesions vs. patients without CNS lesions

The following Figure 19 shows the feature selection results for the task of distinguishing between FD

patients without CNS lesions and FD patients with CNS lesions based on the Raw All Strides dataset.

(a) Lasso feature selection.
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(b) Gini feature selection.

(c) Backward step-wise feature selection.

Figure 19: Raw All Strides dataset feature selection with lasso, gini and backward step-wise for FD patients
without CNS lesions vs. FD patients with CNS lesions differentiation task.

The following Table 64 summarizes the best results achieved by the feature selection methods for the

FD without CNS lesions vs. FD with CNS lesions differentiation task. The selection of 5 features with the

lasso method is based on the trade-off between average accuracy and CI, in this case, having the highest

average accuracy was considered most important than the smaller CI.
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Table 64: Best results achieved by the different feature selection methods based on the performance of the
four SVM classifiers for FD patients without CNS lesions vs. FD patients with CNS lesions differentiation
task based on Raw All Strides dataset.

Kernel Training
Accuracy

Validation
Accuracy

Mean
Accuracy

Number
Features

Lasso Polynomial 94.46% 72.86% 83.65% 5
Gini Polynomial 93.48% 84.98% 89.23% 3
Step-Wise Polynomial 91.23% 80.39% 85.81% 2

The 5 features selected by the lasso method were stance, peak swing, strike angle, lift-off angle

and minimum toe clearance.

The 3 features selected by the gini method were lift-off angle, stride length and maximum toe

clearance 2.

The 2 features selected by the backward step-wise method were lift-off angle and stride length.

8.1.2 Feature selection - Dataset Normalized All Strides

Patients with CNS lesions vs. patients without CNS lesions

The following Figure 20 shows the feature selection results for the task of distinguishing between

FD patients without CNS lesions and FD patients with CNS lesions based on the Normalized All Strides

dataset.
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(a) Lasso feature selection.

(b) Gini feature selection.
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(c) Backward step-wise feature selection.

Figure 20: Normalized All Strides dataset feature selection with lasso, gini and backward step-wise for FD
patients without CNS lesions vs. FD patients with CNS lesions differentiation task.

The following Table 65 summarizes the best results achieved by the feature selection methods for FD

patients without CNS lesions vs. FD patients with CNS lesions differentiation task.

Table 65: Best results achieved by the different feature selection methods based on the performance of the
four SVM classifiers for the FD patients without CNS lesions vs. FD patients with CNS lesions differentiation
task based on the Normalized All Strides dataset.

Kernel Training
Accuracy

Validation
Accuracy

Mean
Accuracy

Number
Features

Lasso Polynomial 93.79% 81.86% 87.82% 4
Gini Polynomial 97.99% 85.18% 91.59% 5
Step-Wise Polynomial 94.33% 84.26% 89.30% 6

The 4 features selected by the lasso method were double support, speed, strike angle and min-

imum toe clearance.

The 5 features selected by the gini method were maximum heel clearance, maximum toe clear-

ance 1, speed, pushing and strike angle.

The 6 features selected by the backward step-wise method weremaximum toe clearance 1, speed,

maximum heel clearance, double support, minimum toe clearance and strike angle.
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8.1.3 Feature selection - Dataset Raw Mean Strides

Patients with CNS lesions vs. patients without CNS lesions

The following Figure 21 shows the feature selection results for the task of distinguishing between FD

patients without CNS lesions and FD patients with CNS lesions based on the Raw Mean Strides dataset.

(a) Lasso feature selection.

(b) Gini feature selection.
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(c) Backward step-wise feature selection.

Figure 21: Raw Mean Strides dataset feature selection with lasso, gini and backward step-wise for FD
patients without CNS lesions vs. FD patients with CNS lesions differentiation task.

The following Table 66 summarizes the best results achieved by the feature selection methods for

FD patients without CNS lesions vs. FD patients with CNS lesions differentiation task. The results of the

backward step-wise feature selection method show that the number of features that achieved the best

results is 1, however, since the results for 1 and 2 features are very similar the final choice of feature

subset is 2. This choice is based on the fact that when performing fine-tuning the performance of the

classifiers will improve the most with 2 features.

Table 66: Best results achieved by the different feature selection methods based on the performance of the
four SVM classifiers for the FD patients without CNS lesions vs. FD patients with CNS lesions differentiation
task based on Raw Mean Strides dataset.

Kernel Training
Accuracy

Validation
Accuracy

Mean
Accuracy

Number
Features

Lasso Polynomial 87.52% 85.0% 86.26% 3
Gini Linear 87.58% 86.67% 87.13% 3
Step-Wise Polynomial 85.04% 76.67% 80.85% 2

The 3 features selected by the lasso method were peak swing, lift-off angle and CV of maximum

toe clearance 2.
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The 3 features selected by the gini method were stride length, CV of strike angle and CV of

maximum toe clearance 2.

The 2 features selected by the backward step-wise method were CV of maximum toe clearance

2, CV of strike angle.

8.1.4 Feature selection - Dataset Normalized Mean Strides

Patients with CNS lesions vs. patients without CNS lesions

The following Figure 22 shows the feature selection results for the task of distinguishing between FD

patients without CNS lesions and FD patients with CNS lesions based on the Normalized Mean Strides

dataset.

(a) Lasso feature selection.
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(b) Gini feature selection.

(c) Backward step-wise feature selection.

Figure 22: Normalized Mean Strides dataset feature selection with lasso, gini and backward step-wise for
FD patients without CNS lesions vs. FD patients with CNS lesions differentiation task.

The following Table 67 summarizes the best results achieved by the feature selection methods for FD

patients without CNS lesions vs. FD patients with CNS lesions differentiation task.
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Table 67: Best results achieved by the different feature selection methods based on the performance of the
four SVM classifiers for FD patients without CNS lesions vs. FD patients with CNS lesions differentiation
task based on the Normalized Mean Strides dataset.

Kernel Training
Accuracy

Validation
Accuracy

Mean
Accuracy

Number
Features

Lasso Linear 92.74% 86.66% 89.70% 3
Gini Linear 90.20% 86.67% 88.44% 6
Step-Wise RBF 94.12% 85.0% 89.56% 5

The 3 features selected by the lasso method were minimum toe clearance, CV of minimum toe

clearance and CV of maximum toe clearance 2.

The 6 features selected by the gini method were CV of maximum toe clearance 2, CV of swing,

CV of maximum heel clearance, CV of maximum toe clearance 1, speed and CV of strike

angle.

The 5 features selected by the backward step-wise method were CV of strike angle, CV of swing,

CV of maximum toe clearance 2, speed and CV of maximum toe clearance 1.

8.2 Performance evaluation for the SVM classifiers

Different hyperparameters were exhaustively combined which resulted in the development of 1769 SVM

classifiers for each classification task and feature subset. This work comprises four different datasets, each

dataset is used to perform one classification task using the three best feature subsets previously selected.

In total, the number of developed SVM classifiers is 21228.

The search of hyperparameters included 29 different c values, 12 different γ values, 4 different ker-

nel functions, 3 different polynomial degrees, and δ was set to 0. All the combinations between these

hyperparameters were developed and evaluated.
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From all the developed SVM classifiers the one with the best validation performance on each feature

subset was selected and used to make predictions on the test set. Finally, the best overall SVM classifier

for each dataset, based on the validation and test performances, was chosen. The results are summarized

in the following sub-sections.

8.2.1 Performance with Raw All Strides Dataset

Patients with CNS lesions vs. patients without CNS lesions

Table 68: Performance and hyperparameters of the best SVM classifier developed with the 5 Raw All
Strides features selected by the lasso method for the FD without CNS lesions vs. FD with CNS lesions
differentiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 83.19% 99.48% 80.37%
Validation Set 79.15% 70.0% 79.01%
Test Set 96.06% 100% 94.79%
Test Set Individual Performance 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Polynomial 1.5 0.1 4
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8.2.2 Performance with Normalized All Strides Dataset

Patients with CNS lesions vs. patients without CNS lesions

Table 69: Performance and hyperparameters of the best SVM classifier developed with the 5 Normalized
All Strides features selected by the gini method for the FD without CNS lesions vs. FD with CNS lesions
differentiation task.

Gini Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 95.99% 99.66% 94.57%
Validation Set 86.27% 89.74% 85.85%
Test Set 83.46% 94.12% 81.82%
Test Set Individual Performance 66.67% 100% 66.67%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Polynomial 1.5 0.2 5

8.2.3 Performance with Raw Mean Strides Dataset

Patients with CNS lesions vs. patients without CNS lesions

Table 70: Performance and hyperparameters of the best SVM classifier developed with the 3 Raw Mean
Strides features selected by the lasso method for the FD without CNS lesions vs. FD with CNS lesions
differentiation task.

Lasso Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 87.57% 100.0% 83.94%
Validation Set 90.0% 100.0% 90.0%
Test Set 66.67% 100% 66.67%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Polynomial 0.5 0.17 3
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8.2.4 Performance with Normalized Mean Strides Dataset

Patients with CNS lesions vs. patients without CNS lesions

Table 71: Performance and hyperparameters of the best SVM classifier developed with the 6 Normalized
Mean Strides features selected by the gini method for the FD without CNS lesions vs. FD with CNS lesions
differentiation task.

Gini Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 91.49% 86.71% 95.18%
Validation Set 86.67% 95.0% 91.67%
Test Set 66.67% 50.0% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 10 0.01 —–

8.3 Performance evaluation for the DBN classifiers

Different hyperparameters were combined which resulted in the development of 1500 DBN classifiers

for each Mean Strides dataset and feature subset. This work comprises two datasets, each dataset is used

to perform one classification task based on the three best feature subsets previously selected. In total, the

number of developed DBN classifiers is 9000.

The search of hyperparameters included 13 different values for the first hidden layer of neurons, 15

different values for the second hidden layer of neurons, 10 different values for the learning rate of the

unsupervised training stage (Stage 1), 3 different values for the learning rate of the fine-tuning stage

(Stage 2), 4 different values for the dropout rate, 3 different values for the batch size, 6 different values for

the epochs of the first learning stage, and 6 different values for the epochs of the fine-tuning stage. From

all the possible 2 525 200 combinations between these hyperparameters, 1500 were randomly chosen

to develop the DBN classifiers.
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From all the developed DBN classifiers the one with the best validation performance on each feature

subset was selected and used to make predictions on the test set. Finally, the best overall DBN classifier

for the Raw and Normalized Mean Strides datasets, based on the validation and test performances, was

chosen. The results are summarized in the following sub-sections.

8.3.1 Performance with Raw Mean Strides Dataset

Patients with CNS lesions vs. patients without CNS lesions

Table 72: Performance and hyperparameters of the best DBN classifier developed with the 3 Raw Mean
Strides features selected by the lasso method for the FD without CNS lesions vs. FD with CNS lesions
differentiation task.

Lasso Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 66.76% 100.0% 66.43%
Validation Set 76.67% 100.0% 76.67%
Test Set 66.67% 100% 66.67%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.006 0.0015 0.1 24/16 2 10 120
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8.3.2 Performance with Normalized Mean Strides Dataset

Patients with CNS lesions vs. patients without CNS lesions

Table 73: Performance and hyperparameters of the best DBN classifier developed with the 3 Normalized
Mean Strides features selected by the lasso method for the FD without CNS lesions vs. FD with CNS
lesions differentiation task.

Lasso Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 68.24% 98.33% 68.75%
Validation Set 75.0% 100% 75.0%
Test Set 66.67% 100% 66.67%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.007 0.0015 0.1 18/16 2 8 100

8.4 Performance evaluation for the LSTM classifiers

Different hyperparameters were combined which resulted in the development of 1500 LSTM classifiers

for each All Strides dataset and feature subset. This work comprises two different datasets, each dataset

is used to perform one classification task based on the three best feature subsets previously selected. In

total, the number of developed LSTM classifiers is 9000.

The search of hyperparameters included 15 different values for the first LSTM hidden layer of neurons,

17 different values for the second LSTM hidden layer of neurons, 15 different values for the first MLP hidden

layer of neurons, 17 different values for the second MLP hidden layer of neurons, 4 different values for the

learning rate, 4 different values for the dropout rate, 3 different values for the batch size, and 6 different

values for the epochs. From all the possible 18 727 200 combinations between these hyperparameters,

1500 were randomly chosen to develop the LSTM classifiers.

From all the developed LSTM classifiers the one with the best validation performance on each feature
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subset was selected and used to make predictions on the test set. Finally, the best overall LSTM classifier

for the Raw and Normalized All Strides datasets, based on the validation and test performances, was

chosen. The results are summarized in the following sub-sections.

8.4.1 Performance with Raw All Strides Dataset

Patients with CNS lesions vs. patients without CNS lesions

Table 74: Performance of the best LSTM classifier developed with the 2 Raw All Strides features selected
by the backward step-wise method for the FD without CNS lesions vs. FD with CNS lesions differentiation
task.

Step-Wise Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 68.60% 100% 67.44%
Validation Set 71.67% 100% 71.67%
Test Set 100% 100% 100%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.001 0.2 22/14 22/16 4 30
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8.4.2 Performance with Normalized All Strides Dataset

Patients with CNS lesions vs. patients without CNS lesions

Table 75: Performance of the best LSTM classifier developed with the 6 Normalized All Strides features
selected by the backward step-wise method for the FD without CNS lesions vs. FD with CNS lesions
differentiation task.

Step-Wise Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 81.07% 100% 77.50%
Validation Set 86.67% 100% 86.67%
Test Set 66.67% 100% 66.67%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.001 0.2 22/14 22/16 4 30

8.5 Performance evaluation for the CNN/MLP classifiers based

on gait and biometric data

The CNN/MLP classifier based on the gait and biometric data of each FD patient is constructed based

on a CNN model that processes the gait data and an MLP model that processes the biometric data (age,

weight, height, and gender) of each patient. The features of the last layer of the CNN model and the

features of the last layer of the MLP model that processes the biometric data are concatenated. The

concatenated features are then fed to the final feed-forward network (MLP) whose output will be the gait

pattern prediction of each patient. The following Figure 23 summarizes the architecture of the developed

classifier.
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Figure 23: Architecture of the CNN classifier based on gait and biometric data for the classification task
of differentiating between FD without CNS lesions and FD with CNS lesions gait patterns.

Different hyperparameters were combined which resulted in the development of 1500 CNN/MLP

classifiers for each feature subset of the FD without CNS lesions vs. FD with CNS lesions differentiation

task. This work comprises one dataset to perform one classification task based on the three best feature

subsets previously selected. In total, the number of developed CNN classifiers is 4500.

The search of parameters included 15 different values for the first CNN hidden layer of neurons, 17

different values for the second CNN hidden layer of neurons, 3 different values for the first hidden layer of

the MLP Biometric model, 3 different values for the second hidden layer of the MLP Biometric model, 15

different values for the first MLP hidden layer of neurons, 17 different values for the second MLP hidden

layer of neurons, 3 different values for the kernel value (length of the convolution window), 4 different

values for the learning rate, 4 different values for the dropout rate, 3 different values for the batch size,

and 6 different values for the epochs. From all the possible 505 634 400 combinations between these

hyperparameters, 1500 were randomly chosen to develop the CNN classifiers.

From all the developed CNN/MLP classifiers the one with the best validation performance on each fea-

ture subset was selected and used to make predictions on the test set. Finally, the best overall CNN/MLP

classifier, based on the validation and test performances, was chosen. The results are summarized in the

following sub-section.
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8.5.1 Performance with Raw All Strides Dataset

Patients with CNS lesions vs. patients without CNS lesions

Table 76: Performance of the best CNN/MLP classifier developed with the 2 Raw All Strides features
selected by the backward step-wise method and biometric data of each patient for the FD without CNS
lesions vs. FD with CNS lesions differentiation task.

Step-Wise Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 88.15% 87.40% 90.36%
Validation Set 86.67% 100% 86.67%
Test Set 100% 100% 100%

CNN/MLP Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Bio Final MLP Batch Size Epochs
0.002 0.3 32/16 5 16/8 32/16 4 24

8.6 Comparison of performance among the different classi-

fiers

In this section a comparison between the overall performance of the best classifiers for the differentia-

tion task of FD patients without CNS lesions vs. FD patients with CNS lesions is displayed in the following

tables.
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The following Table 77 summarizes the best results for the classification task based on the Raw and

Normalized All Strides datasets features.

Table 77: Validation and test performance comparison between the best classifiers when trained with All
Strides datasets for the FD without CNS lesions vs. FD with CNS lesions differentiation task.

Raw All Strides Normalized All Strides

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

SVM Classifier
79.15% 70.0% 79.01% 86.27% 89.74% 85.85%

96.06% 100% 94.79% 83.46% 94.12% 81.82%

LSTM Classifier
71.67% 100% 71.67% 86.67% 100% 86.67%

100% 100% 100% 66.67% 100% 66.67%

CNN Classifier

Biometric + gait data

86.67% 100% 86.67% — — —

100% 100% 100% — — —

For each classifier, validation performance is displayed on the first row, and test performance is displayed on the
second row.

The following Table 78 summarizes the best results for the classification task based on the Raw and

Normalized Mean Strides datasets features.

Table 78: Validation and test performance comparison between the best classifiers when trained with
Mean Strides datasets for the FD without CNS lesions vs. FD with CNS lesions differentiation task.

Raw Mean Strides Normalized Mean Strides

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

SVM Classifier
90.0% 100% 90.0% 86.67% 95.0% 91.67%

66.67% 100% 66.67% 66.67% 66.67% 100%

DBN Classifier
76.67% 100% 76.67% 75.0% 100% 75.0%

66.67% 100% 66.67% 66.67% 100% 66.67%

For each classifier, validation performance is displayed on the first row, and test performance is displayed on the
second row.
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8.7 Clustering of Fabry Disease patients with/without CNS le-

sions based on cardiac data

K-means clustering and hierarchical clustering were performed to identify subgroups of FD patients

based on cardiac characteristics. The cardiac and neurological characteristics of the found subgroups

were analysed. Two cardiac datasets were used for the clustering analysis, these were Holter cardiac

dataset and Echocardiogram dataset.

The clustering approach was the following: (1) acquire information about the features composing

each of the used datasets, Mann Whitney U-test was used to assess the significance of each feature when

comparing between FD without CNS lesions and FD with CNS lesions, features with a significance level

superior to 0.05 were discarded, (2) further reduce the data dimensionality using PCA (feature scaling was

performed before PCA), the PCs were selected based on a threshold of around 95% for the total explained

variance, (3) assess the performance of the two clustering methods (k-means and hierarchical clustering)

based on the Holter and Echo PCs with the number of clusters pre-defined to two, (4) select the best

clustering method based on the clustering classification performance, (5) perform clustering analysis with

the selected method, the number of optimal clusters is identified, depending on the selected clustering

method, using the elbow method or the dendrogram, and finally, (6) interpret the clustering results.

8.7.1 Clustering using Holter cardiac data

The Table containing all the Mann Whitney U-test p-values for the different Holter features when com-

paring FD patients without CNS lesions and FD patients with CNS lesions can be found in the Appendix.

A p-value of 0.05 or less was considered significant which resulted in 13 selected features. The

following Figure 24 represents the differences between FD patients without CNS lesions and FD patients

with CNS lesions for each of the selected Holter features.
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***

***
***

***

(a) Bar Plot of HR Max, Unique APCs, Total SVE Beats and QT Mean.

**

**

**
***

(b) Bar Plot of Unique PVC, Total VE Beats, QTc > 450 and QT Min.
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**

**

* *

*

(c) Bar Plot of QT Max, QTc Mean, Total Heart Beats, HR Mean and Unique VEs.

Figure 24: Comparison between the mean value of Holter cardiac features of FD patients without CNS
lesions and FD patients with CNS lesions. Significant differences in gait features between FD patients and
controls are indicated with one asterisk (*p < 0.05), two asterisk (**p < 0.01) and three asterisk (***p <
0.001). Whiskers represent 95% confidence interval (CI) values. The data was scaled between 0 and 1 to
fit onto the same plot.

A pair plot of the four most significant Holter features when comparing between FD patients without

CNS lesions and FD patients with CNS lesions according to the Mann Whitney U-test is represented in

Figure 25.
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Figure 25: Pair Plot of HR Max, Unique APCs, Total SVE Beats and QT Mean. All data are standardized
and dimensionless.

Principal components analysis was applied to the cardiac Holter features, the resulting principal com-

ponents are summarized in the following Figure 26.

Figure 26: Principal components and the respective cumulative sum of the variance.
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The first seven PCs account for 96.28% of the total variance. These were used to perform the clustering

analysis.

To choose which method would be used to perform clustering analysis the classification performance

of both K-means and hierarchical clustering was evaluated. These methods were implemented with the

number of clusters pre-defined to two, the results are summarized in the following Table 79.

Table 79: Clustering performance for the FD without CNS lesions vs. FD with CNS lesions classification
task based on the seven Holter PCs with the number of clusters pre-defined to two.

K-Means Clustering Hierarchical Clustering

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

7 PCs 65.26 % 59.68 % 75.76% 66.32 % 61.02 % 75.0%

From the analysis of Table 79 it can be concluded that the hierarchical clustering was the superior

method. Based on these results hierarchical clustering was used to perform the clustering analysis. The

following Figure 27 shows the dendrogram for the hierarchical clustering based on the seven Holter PCs.

Figure 27: Dendrogram obtained with the seven Holter PCs.
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With the assistance of the dendrogram results (see Figure 27), the selected optimal number of clusters

was five.

The following Table 80 shows the results of hierarchical clustering based on the seven Holter PCs with

the number of clusters set to five.

To better understand the following results, it is important to briefly discuss the Holter features used to

conduct the clustering analysis.

The QT interval metrics provide information about the cardiac conduction system, the QT interval is

the time from ventricular depolarization to ventricular re-polarization. A long QT interval means that the

heart is taking longer than normal to recharge between beats, this is called the long QT syndrome (LQTS)

which can be lethal (Johnson and Ackerman (2009)). The QT interval is usually analysed using the QTc

Mean metric, this metric should be between 350 and 440 if the QTc Mean is above 500 the risk of sudden

cardiac death is high. A QTc Mean lower than 350 is very rare and it is denoted as Short QT syndrome

(SQTS), this syndrome increases the risk of atrial and ventricular arrhythmias (Rudic et al. (2014)).

The metrics regarding the ventricular and supraventricular ectopic events should be as low as possible,

various studies show that individuals with a high number of ectopic events are at a greater risk of stroke

and sudden death (Simpson et al. (2017) Nguyen and Thomas (2010)). Finally, the heart rate metrics

also provide information about cardiac condition, it is difficult to define an optimal heart rate range, the

normal range is between 60 and 90 or 100, above this range, it might be an indication of different cardiac

pathologies like ventricular arrhythmias (Fox et al. (2007)).

Table 80: Mean of the Holter cardiac features for each cluster found with hierarchical clustering method
based on the seven Holter PCs.

Feature Cluster 1

(8/17)

Cluster 2

(23/14)

Cluster 3

(0/5)

Cluster 4

(1/5)

Cluster 5

(13/9)

HR Max 119.16 132.08 118.2 102.33 138.0

Unique APCs 52.08 46.16 2345.6 119.33 7.14

Total SVE Beats 97.92 123.27 3078.8 140.17 21.36

QT Mean 420.68 377.14 400.8 467.33 374.64

Unique PVC 160.48 3.54 462.6 194.17 1.5
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Total VE Beats 218.16 5.27 521.4 274.33 2.59

QTc > 450 52.88 4.14 49.4 59.83 24.32

QT Min 334.76 291.14 304.0 285.33 286.09

QT Max 497.28 451.14 495.4 674.0 448.64

QTc Mean 452.88 416.57 445.4 478.33 441.23

Total Heart Beats 98339.0 101817.68 102837.0 87672.0 116117.27

HR Mean 71.88 74.81 75.6 63.83 84.73

Unique VEs 7.64 1.1351 24.2 13.33 0.27

The following conclusions can be drawn from the analysis of Table 80, the first cluster is composed of

8 FD patients without CNS lesions and 17 FD patients with CNS lesions. This cluster is characterized by

a slightly high number of abnormal cardiac events (ectopic events), a QTc Mean slightly higher than the

normal range of 350 to 440, and a high QTc > 450 (QT interval of these patients is usually above 450).

The HR Mean is in the normal range, comparing to the other clusters it is at an intermediate level. This

cluster seems to represent mainly patients with minor cardiac complications.

The second cluster is composed of 23 FD patients without CNS lesions and 14 FD patients with CNS

lesions. This cluster is characterized by a low number of abnormal cardiac events, the second-highest

HR Max and very good QT intervals. These characteristics seem to describe FD patients without cardiac

complications.

The third cluster is composed of 5 FD patients with CNS lesions. This cluster represents patients with

a very high number of abnormal cardiac events, in fact, the highest number of ectopic beats among all

clusters. The QTc Mean is slightly over the normal range and the QTc > 450 is also high around 50%.

This cluster seems to represent FD patients with cardiac complications that have origin at the atrium and

ventricles.

The fourth cluster is composed of 1 FD patient without CNS lesions and 5 FD patients with CNS

lesions. This cluster is characterized by a low HR Max (the lowest among all clusters), a QTc Mean above

the normal range (the highest QTc Mean among all the clusters) a very high QT Max (also the highest

among all the clusters), the highest QTc > 450 among all cluster and the lowest number of Total Heart
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Beats among all the clusters. This cluster seems to represent patients with abnormal QT intervals which

indicates serious risk of severe cardiac events.

The fifth cluster is composed of 13 FD patients without CNS lesions and 9 FD patients with CNS

lesions. This cluster is characterized by the lowest number of abnormal cardiac events, a QTc Mean very

slightly over the normal range and a QTc > 450 slightly high. This cluster seems to represent patients

with very minor cardiac complications.

8.7.2 Clustering using Echocardiogram data

The Table containing all the Mann Whitney U-test p-values for the different Echocardiogram features

when comparing FD patients without CNS lesions and FD patients with CNS lesions can be found in the

Appendix.

A p-value of 0.05 or less was considered significant which resulted in 21 selected features. The

following Figure 28 represents the differences between FD patients without CNS lesions and FD patients

with CNS lesions for each of the selected Echocardiogram features.

***

***

***

***

***

***

(a) Bar Plot of MV E/A Ratio, MV A Vel, E’ Lateral MV Dec T, E’ Septal and E/E’ Lateral.
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***

***

***

***

***

***

(b) Bar Plot of E/E’ Medial, LVPWd, E/E’ Septal, IVSd, LVIDd and LADiam/SC

**

** **

**

*

*

(c) Bar Plot of AoDiam, S’ Lateral, MV E Vel, LVdMassInd(ASE), LADiam and S’ Septal.
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*

*

*

(d) Bar Plot of A’ Septal, LVdMass(ASE) and LVIDd/SC.

Figure 28: Comparison between the mean value of Echocardiogram features of FD patients without CNS
lesions and FD patients with CNS lesions. Significant differences in gait features between FD patients and
controls are indicated with one asterisk (*p < 0.05), two asterisk (**p < 0.01) and three asterisk (***p <
0.001). Whiskers represent 95% confidence interval (CI) values. The data was scaled between 0 and 1 to
fit onto the same plot.

A pair plot of the four most significant Echocardiogram features when comparing between FD patients

without CNS lesions and FD patients with CNS lesions according to the Mann Whitney U-test is represented

in Figure 29.
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Figure 29: Pair Plot of MV E/A Ratio, MV A Vel, E’ Lateral and MV Dec T. All data are standardized and
dimensionless.

Principal components analysis was applied to the Echocardiogram features, the resulting PCs are

summarized in the following Figure 30.

Figure 30: Principal components and the respective cumulative sum of the variance.

The first eleven principal components account for 96.38% of the total variance. These were used to
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perform the clustering analysis.

To choose which method would be used to perform clustering analysis the classification performance

of both K-means and hierarchical clustering was evaluated. These methods were implemented with the

number of clusters pre-defined to two, the results are summarized in the following Table 79.

Table 81: Clustering performance for the FD without CNS lesions vs. FD with CNS lesions classification
task based on the eleven Echocardiogram PCs with the number of clusters pre-defined to two.

K-means Clustering Hierarchical Clustering

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

11 PCs 68.82 % 63.64 % 76.32% 68.82 % 63.64 % 76.32%

From the analysis of Table 81 it can be concluded that both clustering methods achieve the same

results. The clustering analysis was conducted using the K-means method (arbitrary choice). The following

Figure 31 shows the elbow method based on the eleven Echocardiogram PCs.

Figure 31: Elbow method obtained with the eleven Echocardiogram PCs.

With the assistance of the elbow method results (see Figure 31), the selected optimal number of

clusters was four.

To better understand the upcoming clustering results it is important to briefly discuss the Echocardio-

gram features used to implement the clustering analysis, the following Table 82 summarizes according
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to Caballero et al. (2015) and El Missiri et al. (2016) the normal ranges of the Echocardiogram features

used to conduct the cluster analysis.

Table 82: Reference values for Echocardiogram measurements in healthy adults.

Feature Normal Range

MV E/A Ratio 0.86 to 1.88

MV E Vel (cm/s) 0.61 to 0.93

MV A Vel (cm/s) 0.43 to 0.77 (must be smaller than MV E Vel)

MV Dec T (ms) 138.6 to 237.4

E’ Lateral (cm/s) 9.5 to 17.5

E’ Septal (cm/s) 7.3 to 13.3

E/E’ Lateral 4.0 to 8.2

E/E’ Medial 4.6 to 8.6

E/E’ Septal 5.5 a 10.3

S’ Septal (cm/s) 6.7 to 9.5

A’ Septal (cm/s) 7.4 to 11.4

S’ Lateral (cm/s) 7.4 to 12.2

LVPWd (mm) 7.65 to 10.07

IVSd (mm) 7.78 to 10.06

LVIDd (mm) 43.56 to 52.16

LADiam/SC (mm/m2) Not Defined

AoDiam (mm) 23.22 to 27.88

LVdMassInd(ASE) (g/m2) 43 to 115

LADiam (mm) 23.74 to 30.44

LVdMass(ASE) (g) 95.78 to 192.81

LVIDd/SC (mm/m2) Not Defined

The following Table 83 summarizes the mean values of the Echocardiogram features for each cluster

found by the K-means clustering based on the eleven Echocardiogram PCs with the number of clusters
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set to four.

Table 83: Mean of the Echocardiogram features for each cluster found with K-means clustering method
based on the eleven Echocardiogram PCs.

Feature Cluster 1

(16/14)

Cluster 2

(5/19)

Cluster 3

(20/6)

Cluster 4

(3/10)

MV E/A Ratio 1.07 0.81 1.81 0.82

MV E Vel 0.83 0.67 0.87 0.69

MV A Vel 0.77 0.83 0.48 0.84

MV Dec T 217.46 240.28 191.13 281.92

E’ Lateral 11.43 7.57 18.54 5.77

E’ Septal 9.0 6.46 13.69 3.92

E/E’ Lateral 7.48 9.35 4.76 13.0

E/E’ Medial 8.56 10.15 6.02 15.85

E/E’ Septal 9.64 10.73 6.5 18.69

S’ Septal 8.11 6.5 8.46 5.38

A’ Septal 10.1 9.42 7.49 7.38

S’ Lateral 9.50 7.34 11.62 6.23

LVPWd 8.56 12.01 7.80 15.27

IVSd 8.99 13.95 8.04 17.92

LVIDd 43.69 44.99 46.02 41.09

LADiam/SC 19.41 21.98 18.79 24.9

AoDiam 30.79 34.23 27.60 34.81

LVdMassInd(ASE) 70.70 124.0 69.37 170.39

LADiam 33.65 39.29 31.96 41.68

LVdMass(ASE) 123.89 221.88 118.91 288.48

LVIDd/SC 25.16 25.21 26.86 24.53

The following conclusions can be drawn from the analysis of Table 83, the first cluster is composed

of 16 FD patients without CNS lesions and 14 FD patients with CNS lesions. This cluster is characterized
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by normal diastolic and systolic functions, the cardiac measurements are inside normal ranges except the

AoDiam and LADiam that are slightly higher than normal. This cluster seems to represent patients with

normal cardiac measurements and normal diastolic and systolic functions.

The second cluster is composed of 5 FD patients without CNS lesions and 19 FD patients with CNS

lesions. The cluster is represented by an abnormal diastolic and systolic functions, the values of the E, A

and S waves are outside the normal range, the A Wave is greater than the E wave and the deceleration

time is slightly high which indicates grade 1 diastolic dysfunction. The majority of cardiac measurements

also exceed the normal ranges. This cluster seems to describe cardiac features of patients with significant

cardiac manifestations.

The third cluster is composed of 20 FD patients without CNS lesions and 6 FD patients with CNS

lesions. This cluster represents normal diastolic and systolic functions along side normal cardiac mea-

surements. The only measurement outside the normal range is the LADiam, only exceeding the range

slightly. Except for the LADiam measure, this cluster represents normal cardiac measurements indicating

good cardiac function.

The fourth cluster is composed of 3 FD patients without CNS lesions and 10 FD patients with CNS

lesions. This cluster is characterized by diastolic and systolic abnormal functions, the A wave is greater

than the E wave, the diastolic and systolic parameters are almost all out of the normal range indicating

poor cardiac function. The cardiac measurements exceed the normal ranges by a large margin which also

indicates serious cardiac manifestations. This cluster represents the worst cardiac behaviour among all

clusters.

8.8 Fabry Disease Results Discussion

8.8.1 General discussion

The most frequent FD symptoms occur at a neurological level (Giugliani et al. (2016)) and recently

there has been a growing hypothesis that gait is the final outcome of several CNS functions (Amboni
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et al. (2013)), these findings led to the hypothesis analysed in this work that the CNS lesions from which

FD patients suffer might be detectable in their gait patterns. To validate this hypothesis gait data were

collected from 20 FD patients, the gait analysis process of FD patients followed a similar approach to the

one conducted for the Parkinsonism patients’ gait analysis. The main goal was to perform classification

of FD patients without CNS lesions vs. FD patients with CNS lesions based on gait features.

All FD gait features were normalized according to the MR approach presented by Wahid et al. (Wahid

et al. (2015)), after normalization four datasets including Raw All Strides, Normalized All Strides, Raw

Mean Strides, and Normalized Mean Strides were available to tackle the classification task.

For each dataset, the best subset of features was selected using the gini, lasso, and backward step-

wise feature selection methods alongside four SVM classifiers whose 10-fold stratified cross-validation

performance served as a guideline (approach detailed in section 8.1). The feature selection achieved

great results, the performance of the four SVM classifiers always increased when based on a subset of

the original features. The SVM kernel that seems to achieve the best performance was the polynomial

kernel (third degree), the feature selection method that finds the best subset of features based on the

SVMs performances was the gini (mean accuracy: 89.10 ± 1.62), followed by the lasso method (mean

accuracy: 86.88 ± 2.23) and finally, the backward step-wise method (mean accuracy: 86.38 ± 3.52)

which achieved a slightly worse performance comparing to the lasso. These results are aligned with the

Parkinsonism feature selection results which indicates that the feature selection approach is consistent and

capable of obtaining good results for various types of gait patterns. These findings also further corroborate

the importance of feature selection when performing classification tasks based on gait features.

The classifiers chosen for the classification of FD without CNS lesions vs. FD with CNS lesions were

the ones that achieved the best performance when classifying controls vs. Parkinsonism patients. These

were the SVMs (overall good performances), DBNs (when based on the Mean Strides datasets), the LSTMs

(when based on the All Strides datasets) and the CNNs (when based on Raw All Strides dataset and the

biometric data of each subject).
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8.8.2 FD without CNS lesions vs. FD with CNS lesions

Classification performance of FD without CNS lesions vs. FD with CNS lesions was impressive, even

more given the small sample size of 20 FD patients of which 13 have CNS lesions. Since this classification

task presents a dominant class it is important to note that the base accuracy of a classifier that would

always predict the same class, in this case always FD with CNS lesions, is 65%. All the developed classifiers

achieved a performance above 65% accuracy, in fact, the worst overall classification performance was

obtained by the DBN classifier based on three Normalized Mean Strides features selected by the lasso

method, the classifier obtained an accuracy of 70.84% ± 4.16, a sensibility of 100% ± 0.0 and a specificity

of 70.84% ± 4.16 (results are shown as mean of validation and test performance ± standard deviation),

the three features were minimum toe clearance, CV of minimum toe clearance and CV of maximum toe

clearance 2. The best overall classification performance was obtained by the CNN classifier based on the

biometric data of each patient and on two Raw All Strides features selected by the step-wise method, the

CNN classifier obtained an accuracy of 93.34% ± 6.66, a sensibility of 100% ± 0.0 and a specificity of

93.34% ± 6.66, the two Raw All Strides features were lift-off angle and stride length. This CNN classifier

was extremely similar to the best classifier for the IPD vs. VaP classification task, both classifiers were

CNN architectures based on the biometric data, lift-off angle and stride length, the only difference was

that the IPD vs. VaP classifier also made use of peak swing. These findings indicate that lift-off angle

and stride length can be powerful biomarkers for the gait analysis of disorders that affect the CNS, the

results also further corroborate the proposed architecture that makes used of biometric data and gait

data simultaneously as input. Contrarily to the controls vs. parkinsonism classification results this CNN

classifier seems to have a higher sensitivity than specificity. This means that the classifier is incorrectly

predicting that FD patients without CNS lesions suffer from CNS lesions. These results might occur

because the dominant class is FD with CNS lesions, a higher sample size with an even number of patients

from both classes could improve this performance.

To conclude, these are promising results that contribute to previous studies showing that gait impair-

ment can be present in FD patients (Lohle et al. (2015)), and CNS lesions have an impact on gait patterns

(Amboni et al. (2013)).
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8.8.3 Clustering of FD patients

As stated in Chapter 2.3, the most common symptoms of FD are at the neurological level but the

symptoms that cause the most number of premature deaths occur at the cardiac level (Mehta et al.

(2009)), other studies have also connected the cardiac manifestations of FD patients to neurological events

such as strokes (Rolfs et al. (2005), Giugliani et al. (2016)). It is then of extreme importance to analyse

cardiac data of FD patients and investigate if there is a connection between neurological and cardiac

symptoms. The hypothesis in question is if cardiac complications are connected with lesions in the CNS.

To assess this hypothesis, cardiac data was collected from two distinct cardiac exams, the Holter

and the Echocardiogram. The cardiac features of each exam were statistically analysed among the two

groups (FD without CNS lesions and FD with CNS lesions) using the Mann-Whitney test, a p-value less

than 0.05 was considered statistically significant. The cardiac features that presented the most significant

differences were selected for the clustering analysis. From all the 27 Holter cardiac features only 13

were considered statistically significant, 5 of which presented a p-value inferior to 0.001. The selected 13

features resulted in 7 PCs capturing 96.28% of the total variance. The best clustering method based on

the clustering classification with the number of clusters pre-defined to two was the hierarchical clustering,

this method achieved an accuracy of 66.32%. The hierarchical cluster analysis was conducted based

on the 7 PCs resulting in five clusters. The two clusters that displayed the least cardiac complications

combined are composed of 36 FD patients without CNS lesions (≈61%) and of 23 FD patients with CNS

lesions (≈39%), the two clusters that displayed the worst cardiac complications combined are composed

of only 1 FD patient without CNS lesions (≈9%) and of 10 FD patients with CNS lesions (≈91%), finally,

the intermediate cluster between the two best clusters and the two worst clusters in terms of cardiac

complications is composed of 8 FD patients without CNS lesions (≈32%) and of 17 FD patients with CNS

lesions (≈68%).

From all the 22 Echocardiogram features, 21 were considered statistically significant, 12 of which

presented a p-value inferior to 0.001. The selected 12 features resulted in 11 PCs capturing 96.38% of

the total variance. The K-means and hierarchical clustering methods achieved the same clustering clas-

sification with the number of clusters pre-defined to two, both methods achieved an accuracy of 68.82%.
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The K-means (arbitrary choice) cluster analysis was conducted based on the 11 PCs resulting in four clus-

ters. The two clusters that displayed the least cardiac complications combined are composed of 36 FD

patients without CNS lesions (≈64%) and of 20 FD patients with CNS lesions (≈36%), the two clusters that

displayed the worst cardiac complications combined are composed of 8 FD patients without CNS lesions

(≈22%) and of 10 FD patients with CNS lesions (≈78%).

The clustering results based on the Holter and Echocardiogram cardiac features are very similar,

both analyses indicate that cardiac manifestations are associated with increased lesions in the CNS, the

clusters characterized by the lowest cardiac manifestations are mainly composed of FD patients without

CNS lesions while the clusters describing major cardiac complications are mainly composed of FD patients

with CNS lesions, these findings are in accordance with previous studies showing the importance of cardiac

manifestations and their connection with sudden neurological manifestation such as strokes and mini-

strokes (Brito et al. (2018); Giugliani et al. (2016); Rolfs et al. (2005)).

To conclude, the clustering results indicate that there is a possible correlation between cardiac events

and lesions in the CNS. From the statistical analysis, the Echocardiogram features seem to be the most

significant for the prediction of CNS lesions, however, the clustering results based on the Holter and

Echocardiogram features were similar. It is then important to conduct future analysis where clustering

is performed based on the Holter and Echocardiogram features simultaneously, choosing only the most

significant features (p-value < 0.001) might lead to further conclusions about the connection between FD

cardiac manifestations and CNS lesions.
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Results Parkinsonism and Fabry Disease

In this Chapter, the link between Parkinsonism and FD is analysed. To better understand the con-

nection between these two disorders the machine learning classifiers that achieved the best performance

metrics when differentiating between controls and Parkinsonism patients are used to make predictions on

the gait data of each FD patient.

To investigate the connection between these two disorders the best machine learning classifiers that

were trained to differentiate between normal gait patterns and parkinsonian gait patterns will be used to

predict if FD patients display normal gait or parkinsonian gait. The selected machine learning algorithms

were the SVMs and the LSTMs. The SVMs were able to achieve the best overall results in all datasets and

the LSTMs were the best time-series classifiers when differentiating between controls and Parkinsonism

patients.

The data used to train the classifiers was the four gait datasets composed of the 15 control subjects

and 29 parkinsonism (15 IPD + 14 VaP) patients. The classifiers were used to make predictions on the

four FD gait datasets composed of the 20 FD patients, from which 13 patients have been diagnosed with

lesions in the CNS. Furthermore, 3 of these 13 patients also suffer from Parkinsonism. For simplification

purposes, the 3 patients that suffer from FD and Parkinsonism simultaneously are labeled and addressed

as P1, P2, and P3 in the following analysis.

In the following confusion matrices analysis, only the 3 patients that suffer from FD and Parkinsonism

simultaneously are considered as displaying parkinsonian gait patterns, all other FD patients are consid-

ered as displaying normal gait patterns.
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9.1 Performance evaluation for the SVM classifiers

9.1.1 Performance with Raw All Strides Dataset

The SVM classifier was implemented with the same 6 gait features and the same hyperparameters that

achieved the best performance results when differentiating between control subjects and Parkinsonism

patients based on the Raw All Strides dataset. The 6 gait features were cadence, loading, speed, peak

swing, strike angle, and maximum heel clearance. The hyperparameters were the sigmoid kernel function,

a c value of 1.1, and a γ value of 0.1.

After implementation and training, the SVM classifier was used to classify the FD patients’ gait patterns

as normal or parkinsonian gait patterns. A patients’ gait pattern is considered parkinsonian if more than

50% of the strides are classified as belonging to parkinsonian gait patterns. The results are summarized

in the following Table 84.

Table 84: Confusion matrix of the SVM classifier for the task of classifying the Raw All Strides gait patterns
of FD patients as normal gait or parkinsonian gait.

Predicted

Normal Gait Parkinsonian Gait

Ac
tu

al Normal Gait 15 2

Parkinsonian Gait 1 2

From the analysis of Table 84 it can be concluded that the classifier predicted that four FD patients

display parkinsonian gait patterns. From the four predicted patients, two (P1 and P2) suffer from Parkin-

sonism and FD simultaneously, the other two patients only suffer from FD. However, these two patients

that only suffer from FD have been diagnosed with lesions in the CNS. All other patients, including P3,

were classified as displaying normal gait patterns.
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9.1.2 Performance with Normalized All Strides Dataset

The SVM classifier was implemented with the same 4 gait features and the same hyperparameters that

achieved the best performance results when differentiating between control subjects and Parkinsonism

patients based on the Normalized All Strides dataset. The 4 gait features were speed, stride length, strike

angle, and maximum heel clearance. The hyperparameters were the sigmoid kernel function, a c value of

0.9, and a γ value of 0.2.

After implementation and training, the SVM classifier was used to classify the FD patients’ gait patterns

as normal or parkinsonian gait. A patients’ gait pattern is considered parkinsonian if more than 50% of

the strides are classified as belonging to parkinsonian gait patterns. The results are summarized in the

following Table 85.

Table 85: Confusion matrix of the SVM classifier for the task of classifying the Normalized All Strides gait
patterns of FD patients as normal gait or parkinsonian gait.

Predicted

Normal Gait Parkinsonian Gait

Ac
tu

al Normal Gait 17 0

Parkinsonian Gait 1 2

From the analysis of Table 85 it can be concluded that the classifier predicted that P1 and P2 displayed

parkinsonian gait patterns. All the other FD patients, including P3, were classified as displaying normal

gait patterns.

9.1.3 Performance with Raw Mean Strides Dataset

The SVM classifier was implemented with the same 3 gait features and the same hyperparameters that

achieved the best performance results when differentiating between control subjects and Parkinsonism

patients based on the Mean Strides dataset. The 3 gait features were speed, peak swing and CV of strike
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angle. The parameters were the RBF kernel function, a c value of 0.8, and a γ value of 0.04.

After implementation and training, the SVM classifier was used to classify the FD patients’ gait patterns

as normal or parkinsonian gait. The results are summarized in the following Table 86.

Table 86: Confusion matrix of the SVM classifier for the task of classifying the Raw Mean Strides gait
patterns of FD patients as normal gait or parkinsonian gait.

Predicted

Normal Gait Parkinsonian Gait

Ac
tu

al Normal Gait 16 1

Parkinsonian Gait 1 2

From the analysis of Table 86 it can be concluded that the classifier predicted that three FD patients

displayed parkinsonian gait patterns. Two of these patients are P1 and P2, the other patient only suffers

from FD and has been diagnosed with lesions in the CNS. All other FD patients, including P3, were

classified as displaying normal gait patterns.

9.1.4 Performance with Normalized Mean Strides Dataset

The SVM classifier was implemented with the same 5 gait features and the same hyperparameters that

achieved the best performance results when differentiating between control subjects and Parkinsonism

patients based on the Mean Normalized Strides dataset. The 5 gait features were CV of strike angle,

speed, CV of maximum toe clearance 2, CV of lift-off angle, and CV of swing. The hyperparameters were

the RBF kernel function, a c value of 0.9, and a γ value of 0.03.

After implementation and training, the SVM classifier was used to classify the FD patients gait patterns

as control or parkinsonian gait. The results are summarized in the following Table 87.
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Table 87: Confusion matrix of the SVM classifier for the task of classifying the Normalized Mean Strides
gait patterns of FD patients as normal gait or parkinsonian gait.

Predicted

Normal Gait Parkinsonian Gait

Ac
tu

al Normal Gait 16 1

Parkinsonian Gait 1 2

From the analysis of Table 87 it can be concluded that these results are very similar to the results

achieved with the Mean Raw Strides dataset.

9.2 Performance evaluation for the LSTM classifiers

9.2.1 Performance with Raw All Strides Dataset

The LSTM classifier was implemented with the same 8 gait features and the same hyperparameters

that achieved the best performance results when differentiating between control subjects and Parkinsonism

patients based on the Raw All Strides dataset. The 8 gait features were speed, peak swing, stride length,

strike angle, foot flat, lift-off angle, loading, and cycle duration. The hyperparameters were 22/14 hidden

LSTM cells, 22/16 hidden MLP neurons, a learning rate of 0.002, a dropout rate of 0.2, a batch size of

4, and 30 epochs.

After implementation and training, the LSTM classifier was used to classify the FD patients’ gait pat-

terns as normal or parkinsonian gait. The results are summarized in the following Table 88.
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Table 88: Confusion matrix of the LSTM classifier for the task of classifying the Raw All Strides gait patterns
of FD patients as normal gait or parkinsonian gait.

Predicted

Normal Gait Parkinsonian Gait

Ac
tu

al Normal Gait 13 4

Parkinsonian Gait 1 2

From the analysis of Table 88 it can be concluded that the LSTM classifier predicted that six FD patients

displayed parkinsonian gait patterns, two of these six patients are P1 and P2, the other four are FD patients

that have been diagnosed with lesions in the CNS. All other FD patients, including P3, were classified as

displaying normal gait patterns.

9.2.2 Performance with Normalized All Strides Dataset

The LSTM classifier was implemented with the same 3 gait features and the same hyperparameters

that achieved the best performance results when differentiating between control subjects and Parkinsonism

patients based on the All Normalized Strides dataset. The 3 gait features were speed, strike angle, and

stride length. The hyperparameters were 22/14 hidden LSTM cells, 22/16 hidden MLP neurons, a learning

rate of 0.002, a dropout rate of 0.2, a batch size of 4, and 30 epochs.

After implementation and training, the LSTM classifier was used to classify the FD patients gait patterns

as normal or parkinsonian gait. The results are summarized in the following Table 89.

Table 89: Confusion matrix of the LSTM classifier for the task of classifying the Raw All Strides gait patterns
of FD patients as normal gait or parkinsonian gait.

Predicted

Normal Gait Parkinsonian Gait

Ac
tu

al Normal Gait 13 4

Parkinsonian Gait 1 2
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From the analysis of Table 89 it can be concluded that the results for the All Normalized Strides dataset

are similar to the results achieved with the All Raw Strides dataset. Six patients (all with CNS lesions),

including P1 and P2, were classified has displaying parkinsonian gait patterns. All other patients, including

P3, were classified as displaying normal gait patterns.

9.3 Parkinsonism and Fabry Disease Results Discussion

Recently the connection between FD and Parkinsonism has been investigated and assumptions have

been drawn that the higher prevalence of strokes in FD patients might lead to the development of Parkin-

sonism (Lohle et al. (2015), Wise et al. (2018)). To further investigate this hypothesis and the connection

between FD and Parkinsonism, the SVM and LSTM classifiers that achieved the best classification per-

formance when classifying controls vs. Parkinsonism were used to make predictions on the gait patterns

of FD patients. The goal was to investigate if FD gait patterns are classified as normal or parkinsonian.

The gait features and hyperparameters used to develop the classifiers were the ones that achieved the

best performance results when classifying controls vs. Parkinsonism patients. To perform this analysis

the classifiers were trained using the four gait datasets composed of 15 controls and 29 Parkinsonism

patients (15 IPD + 14 VaP). After training, the four FD gait datasets composed of 20 FD patients, from

which 3 suffer from FD and IPD simultaneously, were used to perform the classification. To simplify the

description of the results let’s considerer that P1, P2, and P3 denote the 3 patients that suffer from FD

and Parkinsonism simultaneously.

The results show that all the classifiers classified patients P1 and P2 as displaying parkinsonian gait

patterns, the patient P3 was not classified has displaying parkinsonian gait patterns by any of the classifiers,

furthermore, the only classifier that only classified patients P1 and P2 as displaying parkinsonian gait

patterns is the SVM based on four All Normalized Strides features. All other classifiers predicted that FD

patients displayed parkinsonian gait patterns, more specifically, the classifiers that predicted the most FD

patients as displaying parkinsonian gait patterns were the LSTM classifiers. With both Raw and Normalized

gait datasets the LSTM classifiers predicted that six FD patients suffer from parkinsonian gait patterns,
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two of which were patients P1 and P2, the other four FD patients suffer from CNS lesions, in fact, all FD

patients that have been classified as displaying parkinsonian gait patterns suffer from CNS lesions. These

are interesting results, even more given the fact that in this work the SVM and LSTM classifiers have shown

very good consistent results when classifying controls vs. Parkinsonism patients.

To conclude, these findings indicate that FD patients suffering from CNS lesions display gait impair-

ments that are classified as parkinsonian by very reliable classifiers. The patients here classified has

displaying parkinsonian gait patterns should be kept under diagnostic so that their condition is constantly

evaluated. These results indicate that there is a possibility that the CNS lesions caused by FD might lead to

the development of Parkinsonism. The next step should be to investigate if the gait patterns of FD patients

can be distinguished from the gait patterns of control subjects, this analysis is performed in the following

Chapter 10.
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Chapter 10

Results Controls vs. Fabry Disease

The gait dataset for the analysis of control subjects vs. FD patients only became available in the later

stages of this work. This dataset is composed of the arithmetic mean of each of the 17 described gait

variables (the collected gait variables are described in section 4.2). The aim of this analysis is twofold,

firstly, to use an MR gait normalization approach that accounts for subject age, height, weight, gender,

speed, and stride length to identify differences in gait features between FD patients and healthy subjects,

and secondly, to evaluate the effectiveness of different machine learning methods in classifying between

controls and FD patients’ gait before and after applying MR gait normalization. The hypothesis is that it

will be possible to distinguish FD patients from healthy controls using machine learning approaches based

on gait data, and that MR gait normalization will be able to improve the classification performance.

Since the gait dataset was only available in the later stages of this work the implemented classification

approach differs from the previous approaches used in this work. For this analysis, a feature extraction

approach using PCA was implemented instead of the previously used feature selection approach. The

performance of the classifiers was also evaluated using only 10-fold stratified cross-validation. This different

approach had to be implemented due to time limitations.
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10.1 Gait data normalization

The gait normalization was applied using the previous detailed MR normalization approach (see Section

4.4 and Section 6.3).

Differences in the biometric properties including age, height, weight, gender, speed and stride length

of controls vs. FD patients were accessed using the Mann-Whitney U-test. A p-value less than 0.05 was

considered statistically significant. The results are described in the following Table 90.

Table 90: Differences between physical properties, speed and stride length of controls and FD patients.

Biometric Property Controls vs. FD patients
Age (years) p = 0.384
Weight (kg) p = 0.219
Height (m) p = 0.008
Gender p = 0.676
Speed p = 0.902
Stride Length p = 0.668

From the analysis of Table 90 it can be concluded that the groups are well matched, the only significant

difference is in terms of height. Variance inflation factors for the independent gait variables were calculated

to determine the severity of multicollinearity among the physical properties, speed and stride length. The

VIFs for all combinations of independent variables are summarized in Table 91.

Table 91: Variance inflation factors for age, height, weight, sex, speed and stride length.

Age Height Weight sex Speed Stride Length

VIF
2.45 3.85 1.94 1.27 4.13 8.21
1.89 2.88 1.92 1.26 1.26 —
2.24 3.45 1.91 1.26 — 2.51

A VIF value is greater than 5 (8.21 for stride length) when considering all six independent variables.

Then, speed and stride length independent variables are never considered simultaneously. Physical char-

acteristics combined with speed or stride length were considered in the development of the MR models

since their VIFs were less than 5 (Belsley (1991)). For each gait variable, the best regression model was
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selected based on the adjusted R2 and the Akaike information criterion (AIC) values. The developed MR

models are summarized in the following Table 92.

Table 92: Resulting multiple linear regression models for the gait variables. The adjusted R2 and Akaike
information criterion (AIC) are shown. The independent variables are age (A), height (H), speed (S), sex
(G), weight (W ) and stride length (SL).

Gait variable Multiple Linear Regression Model AIC Ajusted R2

Spatial-Temporal Variables

Cycle Duration = 1.04 −0.00095 · A +0.277 ·H −0.308 · S −109.19 0.615

Cadence = 112.22 +0.130 · A −29.0 ·H +34.96 · S 203.12 0.680

Stance = 62.44 −3.35 · S +1.41 ·G 132.17 0.188

Swing = 37.60 −3.35 · S −1.41 ·G 132.17 0.188

Loading = 22.37 +3.32 · S −2.30 ·G −0.154 ·W 154.73 0.315

Foot Flat = 78.31 −8.95 ·H −16.59 · S +0.194 ·W 176.89 0.543

Pushing = 17.23 −0.036 · A +13.25 · S 168.30 0.469

Double Support = 25.57 −6.41 · S +1.81 ·G 176.12 0.121

Stride Length = 0.24 −0.0018 · A +0.361 ·H +0.455 · S −105.97 0.864

Peak Swing = 231.52 −41.22 ·H +129.90 · S +0.833 ·W 305.71 0.526

Foot Clearance Variables

Strike Angle = 19.24 −3.03 ·G −0.165 ·W +16.51 · SL 167.54 0.542

Lift-Off Angle = −46.51 +0.218 · A −0.137 · SL 206.11 0.660

MaxHC = 0.101 +0.17 ·H −0.039 ·G −0.00091 ·W −137.25 0.474

MaxTC1 = 0.136 −0.022 ·G −0.00055 ·W −143.17 0.078

MinTC = −0.015 +0.00049 · A +0.0121 ·H −184.17 0.309

MaxTC2 = 0.095 −0.00070 · A −0.033 ·G +0.110 · SL −142.60 0.602

MaxHC: Maximum Heel Clearance; MaxTC1: Maximum Toe Clearance 1; MinTC: Minimum Toe Clearance; MaxTC2: Maximum

Toe Clearance 2.

The Spearman’s rank-order correlation coefficients (ρ) were computed to assess the influence of the

independent variables on the spatial-temporal and foot clearance gait variables before and after MR nor-

malization. The following Table 93 shows the results of the Spearman’s rank-order correlations coefficients

test before (raw) and after MR normalization for the control subjects.
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Table 93: Spearman’s correlation coefficients for the Controls gait data before (raw) and after MR normal-
ization.

Correlations
Age Weight Height Speed Stride Length Gender

Raw Norm Raw Norm Raw Norm Raw Norm Raw Norm Raw Norm

Spatial-Temporal Variables

Cycle Duration −0.28 −0.05 0.28 0.23 0.46 0.26 −0.36 −0.02 0.18 0.39 −0.29 −0.11

Cadence 0.3 0.11 −0.3 −0.27 −0.45 −0.27 0.35 0.02 −0.18 −0.41 0.28 0.1

Stance 0.13 0.0 0.01 0.14 −0.08 0.18 −0.27 −0.01 −0.29 −0.01 0.37 0.0

Swing −0.13 −0.03 −0.01 −0.15 0.08 −0.18 0.27 −0.01 0.29 0.01 −0.37 −0.01

Loading −0.05 0.04 −0.38 −0.0 −0.09 0.01 0.12 0.0 0.08 0.03 −0.26 0.01

Foot Flat 0.42 0.1 0.34 0.04 −0.16 −0.11 −0.64 −0.25 −0.58 −0.29 0.03 0.17

Pushing −0.44 −0.01 −0.06 −0.12 0.3 −0.05 0.68 0.14 0.62 0.11 0.15 0.23

Double Support 0.07 −0.04 0.12 0.2 0.0 0.15 −0.23 −0.01 −0.23 −0.03 0.25 −0.01

Stride Length −0.63 −0.07 0.23 0.21 0.68 0.24 0.82 0.28 1.0 0.56 −0.11 −0.02

Peak Swing −0.03 0.13 0.21 0.01 0.25 0.05 0.69 0.14 0.57 0.16 −0.02 −0.07

Foot Clearance Variables

Strike Angle −0.44 −0.05 −0.1 0.06 0.36 0.07 0.49 0.06 0.66 0.18 −0.33 0.01

Lift-Off Angle 0.7 −0.03 −0.08 −0.05 −0.54 0.08 −0.65 0.13 −0.77 0.15 0.12 −0.06

Maximum Heel Clearance −0.38 −0.22 0.22 0.1 0.59 0.18 0.27 0.12 0.52 0.27 −0.56 −0.02

Maximum Toe Clearance 1 0.3 0.36 −0.01 0.14 −0.07 −0.11 −0.33 −0.27 −0.2 −0.18 −0.32 0.01

Minimum Toe Clearance 0.66 0.07 0.02 −0.05 −0.34 −0.17 −0.42 −0.23 −0.47 −0.17 0.09 0.03

Maximum Toe Clearance 2 −0.62 0.02 0.08 −0.19 0.59 −0.08 0.54 0.05 0.77 0.11 −0.45 −0.02

The following Table 94 shows the results of the Spearman’s rank order correlations coefficients test

before (raw) and after MR normalization for the FD patients.

209



CHAPTER 10. RESULTS CONTROLS VS. FABRY DISEASE

Table 94: Spearman’s correlation coefficients for the FD patients gait data before (raw) and after MR
normalization.

Correlations
Age Weight Height Speed Stride Length sex

Raw Norm Raw Norm Raw Norm Raw Norm Raw Norm Raw Norm

Spatial-Temporal Variables

Cycle Duration 0.12 0.06 0.38 0.25 0.32 0.24 −0.63 −0.24 −0.08 0.27 −0.46 −0.37

Cadence −0.16 −0.17 −0.43 −0.28 −0.4 −0.34 0.63 0.24 0.08 −0.26 0.43 0.34

Stance 0.36 0.11 0.19 0.29 −0.05 0.26 −0.66 −0.42 −0.39 −0.07 −0.15 −0.48

Swing −0.36 −0.13 −0.19 −0.29 0.05 −0.25 0.66 0.43 0.39 0.08 0.15 0.48

Loading −0.37 −0.19 0.05 0.37 0.11 −0.04 0.53 0.27 0.56 0.28 −0.29 0.0

Foot Flat 0.4 0.07 0.17 −0.16 −0.05 0.12 −0.63 −0.15 −0.6 −0.22 0.04 0.06

Pushing −0.32 0.24 −0.22 −0.18 0.01 −0.29 0.5 −0.21 0.45 −0.16 0.15 0.17

Double Support 0.46 0.25 0.17 0.17 −0.15 0.11 −0.75 −0.53 −0.49 −0.2 −0.02 −0.26

Stride Length −0.7 −0.01 0.01 0.23 0.61 0.38 0.79 0.12 1.0 0.54 −0.25 −0.3

Peak Swing −0.61 −0.51 −0.07 −0.02 0.17 0.12 0.78 0.52 0.57 0.39 −0.05 −0.13

Foot Clearance Variables

Strike Angle −0.63 −0.39 0.08 0.41 0.36 0.0 0.62 0.25 0.73 0.19 −0.29 0.07

Lift-Off Angle 0.7 −0.04 −0.22 0.22 −0.43 0.17 −0.6 0.04 −0.77 0.25 0.26 −0.34

Maximum Heel Clearance −0.51 −0.34 0.38 0.27 0.48 −0.07 0.33 0.3 0.46 0.22 −0.47 0.19

Maximum Toe Clearance 1 −0.05 0.02 0.07 0.28 0.12 −0.11 0.2 0.12 0.11 −0.07 −0.28 0.23

Minimum Toe Clearance 0.6 −0.16 −0.29 −0.21 −0.28 0.11 −0.31 0.26 −0.45 0.13 0.04 −0.01

Maximum Toe Clearance 2 −0.67 0.05 0.13 0.02 0.55 −0.25 0.53 −0.09 0.69 −0.19 −0.34 0.4

The following Figure 32 shows a comparison between the mean value of raw and MR normalized gait

features of FD patients and control subjects.
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(a) Controls vs. FD patients spatial-temporal gait variables.
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(b) Controls vs. FD patients foot clearance gait variables.

Figure 32: Comparison between the mean value of gait features in FD patients and controls. Data are
shown for the MR normalized gait and the raw gait data. Significant differences in gait features between
FD patients and controls are indicated with one asterisk (*p < :05). Whiskers represent 95% confidence
interval (CI) values. The data was scaled between 0 and 1 to fit onto the same plot.

Normalization using the MR approach (see Table 92) was able to reduce the great majority of corre-

lations between the independent variables and gait variables, however, few strong correlations remained
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after normalization (Table 93 and Table 94). For both groups, controls and FD, all raw gait variables were

strongly correlated with at least one of the independent variables: age, weight, height, speed, sex, stride

length and speed. Regarding to the control subjects (Table 93), after normalization all gait variables were

weakly correlated except the cycle duration which was mildly correlated with stride length (ρ = 0.39)

and maximum toe clearance 1 which was mildly correlated with age (ρ = −0.38). Concerning to the

FD patients (Table 94), after normalization stance and swing were still strongly correlated with speed

(ρ = −0.42, ρ = 0.43) and sex (ρ = −0.48, ρ = 0.48), double support was strongly correlated with

speed (ρ = −0.53), peak swing was strongly correlated with age (ρ = −0.51), speed (ρ = 0.52) and

stride length (ρ = 0.39), and finally, strike angle was mildly correlated with weight (ρ = 0.41).

From the analysis of Figure 32 it can be concluded that using raw data, no statistically significant

differences were found. After normalization using MR approach, significant differences between controls

and FD patients were observed in foot flat (mean difference: 0.11, 95%CI: [0.10;0.14], p = .011) and

pushing (mean difference: 0.10, 95%CI: [0.08,0.12], p = .019), with FD presenting lower percentages in

foot flat and higher in pushing. Additional, before normalization the mean value of minimum toe clearance

of FD patients was slightly smaller than controls, however after normalization, the mean value of minimum

toe clearance of FD patients was greater than controls (p = 0.051).

10.2 Performance evaluation for the classifiers

Before the implementation of the machine learning classifiers, the dimensionality of the datasets was

reduced using PCA. Using PCA to reduce data dimensionality results in reduction of computational cost

and may increase the performance of the machine learning classifiers (Abdi and Williams (2010), Han

et al. (2011)). For each dataset, the PCs were selected based on a threshold of around 95% for the total

explained variance. The following Figure 33 shows the PCs extracted for the raw and normalized gait

datasets.
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(a) Raw Principal Components.
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(b) Normalized Principal Components.

Figure 33: Principal components and the respective cumulative sum of the variance.

The raw gait data was reduced to the first seven PCs, these explained 95.17% of the total variance,

the normalized gait data was reduced to the first nine PCs, these explained 95.63% of the total variance.

Four classifiers were implemented for the differentiation task of controls vs. FD patients based on the

extracted PCs. The implemented classifiers were SVMs, RFs, MLPS, and DBNs, these machine learning
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classifiers were implemented using: 1) PCs extracted from the raw spatial-temporal and foot clearance

gait variables; 2) PCs extracted from the MR normalized spatial-temporal and foot clearance gait variables.

The hyperparameters of each classifier were optimized using a randomized search method and 10-

fold stratified cross-validation. For the SVM classifiers, different configurations between the regularization

c, Kernel functions and Kernel functions specific hyperparameters (e.g. degree of the polynomial kernel

function) were evaluated. For the RF classifiers different configurations between the number of trees, the

functions to measure the quality of a split (Gini or Entropy), the minimum number of samples required

to split an internal node, the minimum number of samples required to be a leaf node and the maximum

number of features to consider at each node split were evaluated. Finally, for the DBN and MLP classi-

fiers, different configurations between the number of hidden neurons, learning rates, dropout rates, batch

sizes, and epochs were evaluated. Both classifiers were implemented with two hidden layers. The best

classification results are summarized in the following Table 95. The hyperparameters that achieved the

best classification results are described in the Appendix.
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Table 95: Classification performance measures obtained with each classifier based on the principal com-
ponents derived from the raw and MR normalized gait variables. Values in parentheses indicate standard
deviation of the performance. All performance results are in percentage.

Classifier

Controls vs. FD patients

Raw Dataset MR Normalized Dataset

Mean 95% CI Mean 95% CI

MLP

Accuracy 68.87 (± 16.08) (56.75:80.99) 72.20 (± 15.11) (60.81:83.59)

Sensitivity 70.0 (± 19.05) (55.62:84.38) 76.83 (± 20.20) (61.60:92.06)

Specificity 71.33 (± 19.5) (56.63:86.04) 72.33 (± 16.33) (60.02:84.65)

DBN

Accuracy 61.55 (± 11.27) (53.05:70.04) 65.12 (± 13.87) (54.66:75.57)

Specificity 62.0 (± 14.47) (51.09:72.91) 64.33 (± 17.05) (51.48:77.19)

Sensitivity 64.83 (± 15.75) (52.96:76.71) 67.33 (± 14.95) (56.06:78.60)

SVM

Accuracy 71.96 (± 12.57) (62.48:81.44) 78.21 (± 9.63) (70.95:85.47)

Sensitivity 75.83 (± 18.05) (62.22:89.44) 76.89 (± 12.57) (67.35:86.31)

Specificity 73.0 (± 16.41) (60.62:85.38) 88.50 (± 14.67) (77.44:99.56)

RF

Accuracy 59.52 (± 14.86) (48.32:70.73) 76.37 (± 10.78) (68.24:84.50)

Sensitivity 58.50 (± 24.16) (40.28:76.72) 80.50 (± 18.23) (66.76:94.24)

Specificity 70.50 (± 21.86) (54.02:86.98) 84.67 (± 16.91) (72.14:97.19)

Classification accuracy of controls vs. FD patients using ML methods was the lowest when using the

PCs extracted from the raw gait variables, and the highest when based on the PCs extracted from the MR

normalized gait variables (see Table 95). The SVM classifier performed the best, it was able to yield an

accuracy of 78.21% (76.89% sensitivity and 88.50% specificity) when predicting controls vs. FD patients

based on the PCs extracted from the MR normalized gait. The MLP, DBN and RF classifiers based on the

PCs extracted from MR normalized gait achieved an accuracy of 72.20%, 65.12% and 76.37%, respectively.

Peak classification performances were observed when using the PCs extracted from gait data normal-

ized by the MR approach.
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10.3 Controls vs. Fabry Disease patients Results Discussion

The developed work was twofold, firstly it aimed to investigate the capabilities of MR normalization

approach for de-correlation between spatial-temporal and foot clearance gait variables, physical properties,

speed and stride length. Secondly, it evaluated the performance of ML classifiers based on raw and MR

normalized gait variables when distinguishing FD patients and control subjects.

After gait data normalization using MR approach weak to moderate correlations (0.00 < |ρ| < 0.49)

were observed between physical characteristics, speed, stride length, and gait features, while for raw gait

data these correlations were weak to strong (0.01 < |ρ| < 0.82). Strong correlations between most of

spatial-temporal gait variables and speed were observed, especially in FD patients. After MR normalization

all correlations decreased to moderate values (0.00 < |ρ| < 0.54). Speed has shown a profound role

in predicting spatial-temporal gait variables, all the MR models make use of speed for spatial-temporal

prediction (see Table 92). As stated previously, this goes in line with the hypothesis that normal ranges

for gait variables should be defined with reference to the speed of walking (Kirtley et al. (1985)), speed

has also been correlated with most spatial-temporal gait variables previously (Bejek et al. (2006); Mikos

et al. (2018); Wahid et al. (2016, 2015)). Another study also concluded that differences in gait parameters

between healthy subjects and osteoarthritis patients decrease when walking speed is accounted for in the

gait analysis (Zeni Jr and Higginson (2009)). Additionally, in this analysis stride length was included as

an independent variable for the development of the MR models. The results show that foot clearance

measurements from FD patients and controls were strongly correlated with stride length, the variables

most correlated with stride length were strike angle (ρ = 0.73 and ρ = 0.66), lift-off angle (ρ = −0.77

and ρ = −0.77) and maximum toe clearance 2 (ρ = 0.69 and ρ = 0.77). After MR normalization,

using stride length as an independent variable, the correlations between stride length, strike angle, lift-

off angle and maximum toe clearance 2 were all weakened (|ρ| < 0.25 and |ρ| < 0.18). In fact, the

regression models for strike angle, lift-off angle and maximum toe clearance 2 explained 54.2% to 66.0% in

the observed variance using stride length as an independent variable (Table 92). Stride length seems to be

the strongest predictor for foot clearance variables, suggesting that future gait evaluation should account

for the effect of stride length on those variables. In this work, the developed MR models best able to
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predict foot clearance patterns had stride length as an independent variable. Overall the MR normalization

was able to significantly reduce the correlations between physical properties, speed, stride length and gait

variables. These MR normalization results are comparable to previous works and further corroborate the

favorable outcomes of using MR normalization (Mikos et al. (2018); Wahid et al. (2016, 2015)).

The interpretation of Figure 32 indicates that the MR normalization was able to uncover significant

differences in the foot flat and pushing gait variables. These uncovered differences suggest that MR

normalization would improve the performance classification of FD gait patterns. This hypothesis is corrob-

orated by the performance of the developed classifiers. All machine learning classifiers performed better

based on the MR normalized variables, SVM was the best classifier achieving an accuracy of 78.2%, a

sensitivity of 76.9% and a specificity of 88.5%, the accuracy of the SVM classifier increased 6.3% when

MR normalization is applied before classification (see Table 95). The SVM classifier achieved the most

consistent and best performances among all classifiers both based on raw and normalized gait, these

results are in accordance with previous studies that used gait variables to classify gait patterns of various

neurological disorders. A recent study used various machine learning classifiers to differentiate between

Parkinson’s disease and Alzheimer’s disease gait patterns, the best performance was achieved by the SVM

classifier (92.6% accuracy) (Aich et al. (2018)). Another recent study compared the performance of SVM,

MLP, RF, and KNN when differentiating between controls and neurodegenerative disorders based on gait

rhythm signals, the best classifier also was the SVM with an accuracy of 96.83% (Xia et al. (2015)).

The results also show the RF classifier has an impressive performance increase when based on the

MR normalized gait variables, the RF classifier accuracy increased from 59.5% when using raw gait data to

76.4% when using the MR normalized gait data, it seems that the RF classifier benefits the most from the

MR normalization approach. These findings are also alined with a previous study where an RF classifier

went from being the worst classifier when classifying PD gait patterns based on raw gait variables to the

best classifier when based on MR normalized gait variables, the accuracy increased from 75.0% to 92.6%

(Wahid et al. (2015)).

Finally and most importantly, based on a thorough search of the relevant literature, this is the first

work that includes an FD group and analysis the capabilities of different machine learning classifiers for

the prediction of FD when based on gait data. The results obtained in this work are extremely promising

for the diagnosis and evaluation of FD.
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Chapter 11

Conclusion and future work

11.1 General conclusions

Recently, machine learning algorithms associated with powerful biomarkers have been presented as

an effective support system able to assist doctors in the diagnosis and evaluation of multiple diseases such

as IPD, AD, among others (Aich et al. (2018); Costa et al. (2016); Wahid et al. (2015); Xia et al. (2015)).

Inspired by these previous studies, the major goal of this dissertation was to evaluate the effectiveness of

machine learning approaches based on gait patterns for the diagnosis and evaluation of VaP, IPD, and FD.

Various parallel goals where also evaluated in the path of this major goal, these include, the evaluation

of various feature selection methods when applied to gait variables, the evaluation of a MR normalization

strategy for the de-correlation of physical properties, speed, stride length and gait variables, the identifica-

tion of subgroups of Parkinsonism patients based on gait patterns, the identification of subgroups of FD

patients based on cardiac data and finally, the connection between Parkinsonism and FD patients’ gait

patterns. This is the first work that investigates the effectiveness of machine learning methods for the

diagnosis and understanding of FD and is also the first work that investigates the effectiveness of machine

learning methods for the differentiation of IPD and VaP patients based on gait data.

All the developed classifiers based on gait patterns presented extremely good results. The feature

selection approach was able to increase the performance of all classifiers. Furthermore, gait normalization
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using an MR approach proved to be a very successful pre-classification data processing step, in particular

when differentiating between controls and FD patients. However, the superior approach seems to be the

proposed architecture based on a CNN that processes gait data and an MLP that processes the physical

properties, when this architecture was used it was able to achieve the best classification performance

results. These results indicate that physical properties should not be discarded when performing gait

analysis, physical properties might uncover specific disease-related gait features that are not present in

raw gait data.

The powerful classifiers developed for the classification of controls and Parkinsonism patients were

used to classify the gait patterns of FD patients, the classifiers predicted that some FD patients with CNS

lesions displayed gait patterns similar to those of patients that suffer from Parkinsonism. These results

indicate that the neurological lesions of FD patients might lead to gait impairments severe enough to be

considered as parkinsonian gait, these are interesting results that further corroborate the recent connection

between FD and Parkinsonism.

The clustering analysis of VaP and IPD patients proved to be an excellent tool to understand the

underlying gait patterns of these disorders, the clustering results indicate that the most impacted gait pat-

terns were displayed by VaP patients, these patients display slow, flat-footed and shuffling gait patterns.

Clustering analysis was also applied to understand the cardiac manifestations of FD patients, the results

indicate that FD patients with severe cardiac manifestations also suffered from severe CNS manifestations,

the cardiac features of FD patients seem to be powerful biomarkers for the identification of neurological

manifestations. These results also corroborate previous studies indicating that the FD neurological mani-

festations could be a result of the cardiac manifestations. However, to better understand this connection

further research is necessary.

11.2 Limitations

There are various limitations that should be addressed to correctly interpret the results of this disser-

tation. Firstly, the developed MR models were based on a fairly small number of control subjects (n = 15
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and n = 34), this number is comparable to the number of subjects used in previous works (Mikos et al.

(2018); Wahid et al. (2016, 2015)), however, some weak correlations were still present after normalization

which may be related to the restricted number of controls or it might be related to the fact that there are

other factors besides speed, stride length and physical properties that impact gait variables, an example

is cognition (Amboni et al. (2013); Hollman et al. (2007)). A larger number of control subjects aligned with

other independent variables like cognition might improve MR models and further reduce the correlations.

Focusing now on the classification tasks, although the number of subjects is comparable or higher with

respect to previous works (Tahir and Manap (2012), Wahid et al. (2015), Tien et al. (2010), Md. Tahir and

Manap (2012), Xia et al. (2015)), it is not exhaustive for the assumption that the selected gait features

could be the definitive ones for the classification of the tackled disorders. To validate the best set of gait

variables found by the feature selection methods further research with a higher number of subjects is

required.

11.3 Future work

For future research, a larger group of control subjects as well as their cognitive measurements should

be collected to further evaluate the capabilities of MR normalization for the de-correlation of gait variables

and the ability to increase the classification performance. It would also be very interesting to compare

the performance results of the MR normalization approach and the proposed CNN and MLP architecture.

The results related to FD should also be further investigated, it would be extremely interesting to analyse

the results of a machine learning classifier that differentiates FD and Parkinsonism patients based on gait

patterns, the results of this classification task can further contribute to the recently uncovered connection

between Parkinsonism and FD. The cardiac data of FD patients could also be used alongside gait patterns

for the classification of FD patients, this work has shown that cardiac features are extremely significant

when comparing FD patients without CNS lesions and FD patients with CNS lesions so, it can be hypoth-

esized that a classifier architecture that makes use of cardiac and gait data would be very successful and

could further assist in the diagnosis and evaluation of FD.
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Table 96: Performance of the best SVM Classifier developed with the 7 Raw All Strides features selected
with the Gini method for the Controls vs. Parkinsonism differentiation task.

Gini Method - 7 Selected Features
Accuracy Sensitivity Specificity

Training Set 93.24% 87.77% 94.83%
Validation Set 93.42% 92.79% 95.85%
Test Set 99.44% 100% 99.28%
Test Set Individual Performance 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 3.0 0.0001 —–

Table 97: Performance of the best SVM Classifier developed with the 8 Raw All Strides features selected
with the Backward Step Wise method for the Controls vs. Parkinsonism differentiation task.

Step Wise Method - 8 Selected Features
Accuracy Sensitivity Specificity

Training Set 92.28% 83.0% 95.15%
Validation Set 95.18% 93.3% 97.57%
Test Set 94.26% 96.15% 93.81%
Test Set Individual Performance 87.5% 100% 83.33%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Sigmoid 0.9 0.1 —–
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Table 98: Performance and parameters of the best SVM Classifier developed with the 7 Raw All Strides
features selected with the Lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 7 Selected Features
Accuracy Sensitivity Specificity

Training Set 85.69% 84.51% 87.99%
Validation Set 68.65% 67.6% 65.62%
Test Set 56.47% 69.79% 44.05%
Test Set Individual Performance 66.67% 66.67% 66.67%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 0.5 0.02 —–

Table 99: Performance of the best SVM Classifier developed with the 3 Raw All Strides features selected
with the Backward Step Wise method for the IPD vs. VaP differentiation task.

Step Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 69.1% 65.42% 96.48%
Validation Set 64.66% 60.05% 49.74%
Test Set 72.48% 71.32% 77.91%
Test Set Individual Performance 66.67% 60.0% 100.0%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Polynomial 1.7 0.2 4
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Table 100: Performance and parameters of the best SVM Classifier developed with the 2 Normalized All
Strides features selected with the Lasso method the Controls vs. Parkinsonism differentiation task.

Lasso Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 94.29% 80.75% 99.8%
Validation Set 92.52% 87.94% 98.73%
Test Set 99.44% 100% 99.28%
Test Set Individual Performance 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 0.1 4.73 —–

Table 101: Performance of the best SVM Classifier developed with the 3 Normalized All Strides features
selected with the Backward Step Wise method for the Controls vs. Parkinsonism differentiation task.

Step Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 91.06% 80.90% 94.14%
Validation Set 92.48% 88.72% 95.66%
Test Set 99.26% 100% 99.04%
Test Set Individual Performance 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Sigmoid 1.2 0.2 —–
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Table 102: Performance of the best SVM Classifier developed with the 2 Normalized All Strides features
selected with the Gini method for the IPD vs. VaP differentiation task.

Gini Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 79.63% 77.67% 84.0%
Validation Set 78.18% 75.98% 76.2%
Test Set 87.68% 85.71% 92.36%
Test Set Individual Performance 83.33% 75.0% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Sigmoid 50 0.02 —–

Table 103: Performance of the best SVM Classifier developed with the 6 Normalized All Strides features
selected with the Backward Step Wise method for the IPD vs. VaP differentiation task.

Step Wise Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 79.84% 78.93% 81.73%
Validation Set 77.17% 75.86% 74.37%
Test Set 87.27% 89.07% 84.09%
Test Set Individual Performance 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Sigmoid 5.0 0.02 —–
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Table 104: Performance and parameters of the best SVM Classifier developed with the 5 Raw Mean Strides
features selected with the Lasso method for the Controls vs. Parkinsonism differentiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 91.67% 84.73% 95.67%
Validation Set 92.17% 91.67% 96.67%
Test Set 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 0.5 0.1 —–

Table 105: Performance of the best SVM Classifier developed with the 3 Raw Mean Strides features
selected with the Gini method for the Controls vs. Parkinsonism differentiation task.

Gini Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 93.54% 83.91% 100%
Validation Set 95.5% 91.67% 100%
Test Set 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 0.8 0.04 —–
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Table 106: Performance and parameters of the best SVM Classifier developed with the 5 Raw Mean Strides
features selected with the Lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 84.06% 82.52% 86.13%
Validation Set 84.17% 91.67% 91.67%
Test Set 33.33% 40.0% 0.0%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 2.5 0.04 —–

Table 107: Performance of the best SVM Classifier developed with the 3 Raw Mean Strides features selected
with the Gini method for the IPD vs. VaP differentiation task.

Gini Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 94.69% 91.73% 98.18%
Validation Set 89.17% 91.67% 95.0%
Test Set 66.67% 60.0% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 1 0.014 —–
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Table 108: Performance and parameters of the best SVM Classifier developed with the 5 Normalized Mean
Strides features selected with the Lasso method for the Controls vs. Parkinsonism differentiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 92.9% 82.55% 100%
Validation Set 92.17% 86.67% 100.0%
Test Set 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 0.5 0.1 —–

Table 109: Performance of the best SVM Classifier developed with the 5 Normalized Mean Strides features
selected with the Backward Step Wise method for the Controls vs. Parkinsonism differentiation task.

Step Wise Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 92.27% 86.24% 96.08%
Validation Set 93.5% 91.67% 97.5%
Test Set 100% 100% 100%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 0.9 0.03 —–
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Table 110: Performance and parameters of the best SVM Classifier developed with the 5 Normalized Mean
Strides features selected with the Lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 82.61% 81.93% 93.36%
Validation Set 82.5% 86.67% 85.0%
Test Set 50.0% 50.0% 50.0%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 30 0.002 —–

Table 111: Performance of the best SVM Classifier developed with the 4 Normalized Mean Strides features
selected with the Gini method for the IPD vs. VaP differentiation task.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 93.71% 95.09% 93.14%
Validation Set 82.5% 91.67% 80.0%
Test Set 50.0% 50.0% 50.0%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 1 0.014 —–
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Table 112: Performance and parameters of the best MLP Classifier developed with the 6 Raw All Strides
features selected with the Lasso method for the CTR vs. PD differentiation task.

Lasso Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 99.47% 99.8% 99.65%
Validation Set 91.81% 90.53% 95.31%
Test Set 94.81% 89.6% 96.39%
Test Set Individual Performance 100% 100% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.002 0.3 20/16 16 30

Table 113: Performance and parameters of the best MLP Classifier developed with the 8 Raw All Strides
features selected with the Step Wise method for the CTR vs. PD differentiation task.

Step Wise Method - 8 Selected Features
Accuracy Sensitivity Specificity

Training Set 98.51% 96.65% 99.07%
Validation Set 86.96% 83.45% 94.46%
Test Set 93.33% 98.92% 92.17%
Test Set Individual Performance 87.5% 100% 83.33%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.0015 0.2 18/12 32 26
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Table 114: Performance and parameters of the best MLP Classifier developed with the 7 Raw All Strides
features selected with the Lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 7 Selected Features
Accuracy Sensitivity Specificity

Training Set 92.51% 93.26% 91.46%
Validation Set 61.02% 62.66% 64.17%
Test Set 57.49% 72.48% 45.35%
Test Set Individual Performance 66.67% 66.67% 66.67%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.001 0.2 20/16 64 26

Table 115: Performance and parameters of the best MLP Classifier developed with the 3 Raw All Strides
features selected with the Step Wise method for the IPD vs. VaP differentiation task.

Step Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 75.09% 74.82% 64.02%
Validation Set 50.34% 59.35% 54.07%
Test Set 75.98% 77.01% 73.38%
Test Set Individual Performance 83.33% 75.0% 100.0%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.0015 0.2 12/8 32 26
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Table 116: Performance and parameters of the best MLP Classifier developed with the 4 Normalized All
Strides features selected with the Gini method for the Controls vs. Parkinsonism differentiation task.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 96.37% 86.67% 99.68%
Validation Set 90.39% 87.69% 96.56%
Test Set 97.96% 93.28% 99.51%
Test Set Individual Performance 100% 100% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.002 0.3 24/26 64 26

Table 117: Performance and parameters of the best MLP Classifier developed with the 3 Normalized All
Strides features selected with the Step Wise method for the Controls vs. Parkinsonism differentiation task.

Step Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 95.56% 85.09% 99.45%
Validation Set 85.43% 80.75% 94.84%
Test Set 98.89% 100% 98.57%
Test Set Individual Performance 100% 100% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.001 0.1 16/14 64 46
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Table 118: Performance and parameters of the best MLP Classifier developed with the 2 Normalized All
Strides features selected with the Gini method for the IPD vs. VaP differentiation task.

Gini Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 83.11% 84.14% 81.92%
Validation Set 66.69% 74.12% 66.14%
Test Set 91.99% 93.75% 89.07%
Test Set Individual Performance 100% 100% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.0015 0.1 16/12 64 26

Table 119: Performance and parameters of the best MLP Classifier developed with the 6 Normalized All
Strides features selected with the Step Wise method for the IPD vs. VaP differentiation task.

Step Wise Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 95.76% 95.34% 96.4%
Validation Set 66.11% 78.61% 46.9%
Test Set 72.9% 98.87% 58.06%
Test Set Individual Performance 83.33% 100% 75.0%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.0015 0.3 20/14 64 36
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Table 120: Performance and parameters of the best MLP Classifier developed with the 5 Raw Mean Strides
features selected with the Lasso method for the Controls vs. Parkinsonism differentiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 94.76% 86.53% 100%
Validation Set 92.17% 91.67% 96.67%
Test Set 100% 100% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.0015 0.2 38/14 2 36

Table 121: Performance and parameters of the best MLP Classifier developed with the 3 Raw Mean Strides
features selected with the Gini method for the Controls vs. Parkinsonism differentiation task.

Gini Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 94.16% 85.22% 100%
Validation Set 93.5% 88.33% 100%
Test Set 100% 100% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.001 0.2 26/14 6 66
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Table 122: Performance and parameters of the best MLP Classifier developed with the 5 Raw Mean Strides
features selected with the Lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 88.42% 84.75% 93.16%
Validation Set 74.17% 86.67% 76.67%
Test Set 66.67% 100% 60.0%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.001 0.1 24/26 6 16

Table 123: Performance and parameters of the best MLP Classifier developed with the 3 Raw Mean Strides
features selected with the Gini method for the IPD vs. VaP differentiation task.

Gini Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 94.64% 91.53% 98.03%
Validation Set 79.17% 91.67% 86.67%
Test Set 66.67% 60.0% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.002 0.1 18/16 2 16

234



CHAPTER 11. CONCLUSION AND FUTURE WORK

Table 124: Performance and parameters of the best MLP Classifier developed with the 5 Normalized Mean
Strides features selected with the Gini method for the Controls vs. Parkinsonism differentiation task.

Gini Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 92.91% 82.73% 100%
Validation Set 93.5% 80.0% 100%
Test Set 100% 100% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.001 0.2 32/16 6 36

Table 125: Performance and parameters of the best MLP Classifier developed with the 5 Normalized Mean
Strides features selected with the Step Wise method for the Controls vs. Parkinsonism differentiation task.

Step Wise Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 96.72% 91.28% 100%
Validation Set 90.83% 85.56% 100%
Test Set 100% 100% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.002 0.3 18/10 2 56
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Table 126: Performance and parameters of the best MLP Classifier developed with the 4 Normalized Mean
Strides features selected with the Gini method for the IPD vs. VaP differentiation task.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 86.44% 86.1% 87.25%
Validation Set 72.5% 81.67% 70.0%
Test Set 66.67% 100% 60.0%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.0015 0.2 22/14 2 36

Table 127: Performance and parameters of the best MLP Classifier developed with the 5 Normalized Mean
Strides features selected with the Step Wise method for the IPD vs. VaP differentiation task.

Step Wise Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 80.18% 80.15% 81.5%
Validation Set 71.67% 75.0% 80.0%
Test Set 83.33% 75.0% 100%

MLP Classifier Hyperparameters
Learning Rate Dropout Rate Neurons Batch Size Epochs
0.0015 0.2 24/14 4 26
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Table 128: Performance and parameters of the best DBN Classifier developed with the 7 Raw All Strides
features selected with the Gini method for the Controls vs. Parkinsonism differentiation task.

Gini Method - 7 Selected Features
Accuracy Sensitivity Specificity

Training Set 90.86% 75.56% 97.13%
Validation Set 89.40% 86.05% 96.77%
Test Set 99.91% 100% 99.76%
Test Set Individual Performance 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.006 0.002 0.1 14/12 64 10 110

Table 129: Performance and parameters of the best DBN Classifier developed with the 8 Raw All Strides
features selected with the Step Wise method for the Controls vs. Parkinsonism differentiation task.

Step Wise Method - 8 Selected Features
Accuracy Sensitivity Specificity

Training Set 86.87% 66.03% 98.9%
Validation Set 84.84% 72.94% 99.65%
Test Set 97.59% 99.14% 97.17%
Test Set Individual Performance 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.005 0.0015 0.2 16/16 32 10 100
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Table 130: Performance and parameters of the best DBN Classifier developed with the 4 Raw All Strides
features selected with the Gini method for the IPD vs. VaP differentiation task.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 61.16% 64.87% 55.03%
Validation Set 59.26% 62.39% 53.52%
Test Set 76.18% 72.45% 100%
Test Set Individual Performance 66.67% 60.0% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.007 0.0015 0.2 10/12 32 10 100

Table 131: Performance and parameters of the best DBN Classifier developed with the 3 Raw All Strides
features selected with the Step Wise method for the IPD vs. VaP differentiation task.

Step Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 68.92% 69.60% 67.87%
Validation Set 65.97% 69.31% 59.72%
Test Set 80.59% 76.25% 100%
Test Set Individual Performance 83.33% 75.0% 100.0%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.0075 0.0015 0.0 16/16 32 10 100
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Table 132: Performance and parameters of the best DBN Classifier developed with the 2 Normalized All
Strides features selected with the Lasso method for the Controls vs. Parkinsonism differentiation task.

Lasso Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 93.98% 80.52% 99.37%
Validation Set 93.87% 89.03% 99.87%
Test Set 96.30% 86.39% 100%
Test Set Individual Performance 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.001 0.0015 0.2 20/16 32 8 100

Table 133: Performance and parameters of the best DBN Classifier developed with the 3 Normalized All
Strides features selected with the Step Wise method for the Controls vs. Parkinsonism differentiation task.

Step Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 91.97% 77.78% 97.41%
Validation Set 91.45% 83.62% 97.93%
Test Set 95.74% 84.67% 100%
Test Set Individual Performance 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.002 0.0015 0.1 18/16 32 8 100
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Table 134: Performance and parameters of the best DBN Classifier developed with the 2 Normalized All
Strides features selected with the Gini method for the IPD vs. VaP differentiation task.

Gini Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 79.92% 78.83% 82.54%
Validation Set 76.46% 66.26% 88.57%
Test Set 88.30% 84.83% 97.71%
Test Set Individual Performance 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.0025 0.002 0.2 16/16 32 8 120

Table 135: Performance and parameters of the best DBN Classifier developed with the 6 Normalized All
Strides features selected with the Step Wise method for the IPD vs. VaP differentiation task.

Step Wise Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 70.96% 74.12% 66.71%
Validation Set 72.02% 64.12% 79.35%
Test Set 86.04% 84.75% 89.04%
Test Set Individual Performance 83.33% 75.0% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.002 0.0015 0.1 24/16 32 9 120
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Table 136: Performance and parameters of the best DBN Classifier developed with the 3 Raw Mean Strides
features selected with the Gini method for the IPD vs. VaP differentiation task.

Gini Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 91.67% 80.83% 99.52%
Validation Set 95.5% 91.67% 100%
Test Set 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.006 0.0015 0.0 18/16 2 10 90

Table 137: Performance and parameters of the best DBN Classifier developed with the 3 Raw Mean Strides
features selected with the Step Wise method for the CTR vs. PD differentiation task.

Step Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 91.67% 80.83% 99.52%
Validation Set 95.5% 91.67% 100%
Test Set 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.006 0.0015 0.0 18/16 2 10 90
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Table 138: Performance and parameters of the best DBN Classifier developed with the 3 Raw Mean Strides
features selected with the Gini method for the IPD vs. VaP differentiation task.

Gini Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 68.70% 77.90% 68.49%
Validation Set 75.0% 90.0% 80.0%
Test Set 66.67% 60.0% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.007 0.0015 0.2 24/24 2 7 100

Table 139: Performance and parameters of the best DBN Classifier developed with the 13 Raw Mean
Strides features selected with the Step Wise method for the IPD vs. VaP differentiation task.

Step Wise Method - 13 Selected Features
Accuracy Sensitivity Specificity

Training Set 65.37% 66.15% 65.31%
Validation Set 74.17% 75.0% 80.0%
Test Set 83.33% 100% 75.0%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.006 0.0015 0.1 14/16 4 10 70
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Table 140: Performance and parameters of the best DBN Classifier developed with the 5 Normalized Mean
Strides features selected with the Lasso method for the Controls vs. Parkinsonism differentiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 93.25% 83.4% 100%
Validation Set 92.17% 86.67% 100%
Test Set 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.006 0.0015 0.0 24/16 2 10 120

Table 141: Performance and parameters of the best DBN Classifier developed with the 5 Normalized Mean
Strides features selected with the Step Wise method for the Controls vs. Parkinsonism differentiation task.

Step Wise Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 95.50% 91.67% 100%
Validation Set 90.15% 80.18% 98.75%
Test Set 100% 100% 100%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.0075 0.002 0.1 18/24 2 8 100
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Table 142: Performance and parameters of the best DBN Classifier developed with the 5 Normalized Mean
Strides features selected with the Lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 68.48% 81.61% 66.83%
Validation Set 75.0% 100% 75.0%
Test Set 66.67% 66.67% 66.67%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.0075 0.002 0.2 24/18 2 8 120

Table 143: Performance and parameters of the best DBN Classifier developed with the 4 Normalized Mean
Strides features selected with the Gini method for the IPD vs. VaP differentiation task.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 70.18% 74.85% 69.11%
Validation Set 74.17% 91.67% 80.0%
Test Set 66.67% 66.67% 66.67%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.0075 0.0015 0.2 16/16 2 10 100
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Table 144: Performance and parameters of the best LSTM Classifier developed with the 6 Raw All Strides
features selected with the Lasso method for the Controls vs. Parkinsonism differentiation task.

Lasso Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 88.95% 78.70% 97.60%
Validation Set 93.50% 90.0% 96.67%
Test Set 100% 100% 100%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.001 0.2 24/16 18/14 2 30

Table 145: Performance and parameters of the best LSTM Classifier developed with the 7 Raw All Strides
features selected with the Gini method for the Controls vs. Parkinsonism differentiation task.

Gini Method - 7 Selected Features
Accuracy Sensitivity Specificity

Training Set 89.55% 80.49% 97.29%
Validation Set 93.50% 90.0% 100%
Test Set 100% 100% 100%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.001 0.2 38/16 24/18 2 30
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Table 146: Performance and parameters of the best LSTM Classifier developed with the 7 Raw All Strides
features selected with the Lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 7 Selected Features
Accuracy Sensitivity Specificity

Training Set 65.52% 66.34% 75.52%
Validation Set 64.17% 75.0% 80.0%
Test Set 100% 100% 100%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.001 0.2 64/32 32/16 2 30

Table 147: Performance and parameters of the best LSTM Classifier developed with the 3 Raw All Strides
features selected with the Step Wise method for the IPD vs. VaP differentiation task.

Step Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 61.34% 62.50% 64.37%
Validation Set 66.67% 75.0% 66.67%
Test Set 83.33% 75.0% 100%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.001 0.2 24/16 18/14 2 30
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Table 148: Performance and parameters of the best LSTM Classifier developed with the 2 Normalized All
Strides features selected with the Lasso method for the Controls vs. Parkinsonism differentiation task.

Lasso Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 89.23% 79.95% 95.40%
Validation Set 90.17% 80.0% 96.67%
Test Set 100% 100% 100%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.002 0.2 22/14 22/16 4 20

Table 149: Performance and parameters of the best LSTM Classifier developed with the 4 Normalized All
Strides features selected with the Gini method for the Controls vs. Parkinsonism differentiation task.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 82.39% 79.74% 86.92%
Validation Set 90.17% 80.0% 96.67%
Test Set 100% 100% 100%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.001 0.2 22/14 22/16 4 30
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Table 150: Performance and parameters of the best LSTM Classifier developed with the 2 Normalized All
Strides features selected with the Gini method for the IPD vs. VaP differentiation task.

Gini Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 76.87% 73.14% 84.18%
Validation Set 82.50% 81.67% 80.0%
Test Set 83.33% 75.0% 100%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.002 0.2 22/14 22/16 4 20

Table 151: Performance and parameters of the best LSTM Classifier developed with the 6 Normalized All
Strides features selected with the Step Wise method for the IPD vs. VaP differentiation task.

Step Wise Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 74.39% 74.27% 76.98%
Validation Set 77.50% 81.67% 85.0%
Test Set 100% 100% 100%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.001 0.2 64/32 32/16 2 20
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Table 152: Performance and parameters of the best CNN Classifier developed with the 6 Raw All Strides
features selected with the Lasso method for the Controls vs. Parkinsonism differentiation task.

Lasso Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 93.19% 86.17% 97.79%
Validation Set 92.17% 81.67% 96.67%
Test Set 100% 100% 100%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.001 0.2 26/14 5 22/16 4 40

Table 153: Performance and parameters of the best CNN Classifier developed with the 8 Raw All Strides
features selected with the Step Wise method for the Controls vs. Parkinsonism differentiation task.

Step Wise Method - 8 Selected Features
Accuracy Sensitivity Specificity

Training Set 92.91% 85.22% 97.60%
Validation Set 92.17% 91.67% 96.67%
Test Set 100% 100% 100%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.001 0.2 32/14 5 22/16 2 20
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Table 154: Performance and parameters of the best CNN Classifier developed with the 7 Raw All Strides
features selected with the Lasso method for the IPD vs. VaP differentiation task.

Lasso Method - 7 Selected Features
Accuracy Sensitivity Specificity

Training Set 86.04% 81.51% 92.11%
Validation Set 75.0% 70.0% 80.0%
Test Set 83.33% 100% 75.0%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.001 0.2 28/14 5 22/16 4 40

Table 155: Performance and parameters of the best CNN Classifier developed with the 3 Raw All Strides
features selected with the Step Wise method for the IPD vs. VaP differentiation task.

Step Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 65.80% 65.13% 70.48%
Validation Set 64.17% 70.0% 65.0%
Test Set 100% 100% 100%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.001 0.2 22/14 3 22/16 2 30
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Table 156: Performance and parameters of the best CNN Classifier developed with the 2 Normalized All
Strides features selected with the Lasso method for the Controls vs. Parkinsonism differentiation task.

Lasso Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 86.43% 83.70% 95.78%
Validation Set 86.83% 85.0% 96.67%
Test Set 100% 100% 100%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.003 0.2 22/14 5 22/16 4 20

Table 157: Performance and parameters of the best CNN Classifier developed with the 4 Normalized All
Strides features selected with the Gini method for the Controls vs. Parkinsonism differentiation task.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 90.17% 85.0% 100%
Validation Set 89.54% 88.15% 97.55%
Test Set 100% 100% 100%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.001 0.2 20/16 5 18/14 2 30
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Table 158: Performance and parameters of the best CNN Classifier developed with the 2 Normalized All
Strides features selected with the Gini method for the IPD vs. VaP differentiation task.

Gini Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 79.70% 75.20% 85.42%
Validation Set 77.50% 81.67% 75.0%
Test Set 83.33% 75.0% 100%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.002 0.2 22/14 5 22/16 4 20

Table 159: Performance and parameters of the best CNN Classifier developed with the 6 Normalized All
Strides features selected with the Step Wise method for the IPD vs. VaP differentiation task.

Step Wise Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 80.18% 80.40% 82.63%
Validation Set 82.50% 81.67% 80.0%
Test Set 100% 100% 100%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.0005 0.2 42/18 7 24/18 2 20
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Table 160: Performance and parameters of the best CNN Classifier developed with the 7 Raw All Strides
features selected with the Lasso method for the IPD vs. VaP differentiation task. The features were
collected when the patients were on and off medication.

Lasso Method - 7 Selected Features
Accuracy Sensitivity Specificity

Training Set 97.14% 97.27% 97.50%
Validation Set 94.15% 96.67% 96.67%
Test Set 83.33% 100% 75.0%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.001 0.2 48/24 5 40/22 4 30

Table 161: Performance and parameters of the best CNN Classifier developed with the 4 Raw All Strides
features selected with the Gini method for the IPD vs. VaP differentiation task. The features were collected
when the patients were on and off medication.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 90.38% 90.45% 90.92%
Validation Set 84.17% 91.67% 91.67%
Test Set 100% 100% 100%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.001 0.3 20/16 5 20/16 4 24
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Table 162: Performance and parameters of the best CNN Classifier developed with all 17 Raw All Strides
gait features for the IPD vs. VaP differentiation task. The features were collected when the patients were
on and off medication.

All 17 Gait Features
Accuracy Sensitivity Specificity

Training Set 97.14% 97.33% 97.42%
Validation Set 84.17% 91.67% 91.67%
Test Set 83.33% 100% 75.0%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.001 0.2 48/24 5 40/22 4 30

Table 163: Performance and parameters of the best CNN Classifier developed with the 3 Normalized All
Strides features selected with the Lasso method for the IPD vs. VaP differentiation task. The features were
collected when the patients were on and off medication.

Lasso Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 85.99% 83.16% 89.09%
Validation Set 82.50% 91.67% 90.0%
Test Set 83.33% 100% 75.0%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.002 0.3 20/16 5 20/16 4 30
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Table 164: Performance and parameters of the best CNN Classifier developed with the 6 Normalized All
Strides features selected with the Step Wise method for the IPD vs. VaP differentiation task. The features
were collected when the patients were on and off medication.

Step Wise Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 86.08% 92.17% 90.87%
Validation Set 87.50% 91.67% 95.0%
Test Set 83.33% 75.0% 100%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.0015 0.2 22/12 5 22/12 2 30

Table 165: Performance and parameters of the best CNN Classifier developed with all 17 Normalized All
Strides gait features for the IPD vs. VaP differentiation task. The features were collected when the patients
were on and off medication.

All 17 Gait Features
Accuracy Sensitivity Specificity

Training Set 97.12% 96.36% 98.17%
Validation Set 77.50% 86.67% 90.0%
Test Set 83.33% 100% 75.0%

CNN Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Neurons Batch Size Epochs
0.001 0.2 48/24 5 40/22 4 30

255



CHAPTER 11. CONCLUSION AND FUTURE WORK

Table 166: Performance and parameters of the best CNN/MLP Classifier developed with the 4 Raw All
Strides features selected with the Gini method for the IPD vs. VaP differentiation task. The classifier was
developed with the gait features collected while the patients are on and off medication and the biometric
data of each patient.

Gini Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 88.93% 87.28% 91.57%
Validation Set 87.50% 91.67% 95.0%
Test Set 100% 100% 100%

CNN/MLP Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Bio Final MLP Batch Size Epochs
0.002 0.3 20/16 5 16/8 20/16 4 24

Table 167: Performance and parameters of the best CNN/MLP Classifier developed with the 3 Raw All
Strides features selected with the Step Wise method for the IPD vs. VaP differentiation task. The classi-
fier was developed with the gait features collected while the patients are on and off medication and the
biometric data of each patient.

Step Wise Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 86.09% 86.39% 86.61%
Validation Set 84.17% 91.67% 91.67%
Test Set 100% 100% 100%

CNN/MLP Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Bio Final MLP Batch Size Epochs
0.001 0.2 22/14 5 16/8 22/14 4 30
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Table 168: Performance and parameters of the best CNN/MLP Classifier developed with all 17 Raw All
Strides gait features and the biometric data of each patient for the IPD vs. VaP differentiation task. The
classifier was developed with the gait features collected while the patients are on and off medication.

All 17 Gait Features
Accuracy Sensitivity Specificity

Training Set 85.57% 84.88% 87.71%
Validation Set 81.67% 90.0% 86.67%
Test Set 83.33% 75.0% 100%

CNN/MLP Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Bio Final MLP Batch Size Epochs
0.001 0.2 32/16 7 16/8 32/16 4 30

Table 169: Performance of the best SVM Classifier developed with the 3 Raw All Strides features selected
with the Gini method for the FD with CNS lesions vs. FD without CNS lesions differentiation task.

Gini Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 90.80% 96.11% 89.08%
Validation Set 86.56% 69.76% 82.73%
Test Set 73.23% 100% 72.8%
Test Set Individual Performance 66.37% 100% 66.37%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Polynomial 1.2 0.17 5

257



CHAPTER 11. CONCLUSION AND FUTURE WORK

Table 170: Performance of the best SVM Classifier developed with the 2 Raw All Strides features selected
with the Backward Step Wise method for the FD with CNS lesions vs. FD without CNS lesions differentiation
task.

Step Wise Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 91.45% 93.21% 90.87%
Validation Set 81.60% 69.44% 82.11%
Test Set 72.44% 100% 72.22%
Test Set Individual Performance 66.67% 100% 66.67%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Polynomial 25 0.2 3

Table 171: Performance and parameters of the best SVM Classifier developed with the 4 Normalized All
Strides features selected with the Lasso method for the FD with CNS lesions vs. FD without CNS lesions
differentiation task.

Lasso Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 91.78% 100% 89.28%
Validation Set 83.78% 89.19% 83.46%
Test Set 74.02% 100% 73.39%
Test Set Individual Performance 66.67% 100% 66.67%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Polynomial 1.1 0.2 5
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Table 172: Performance of the best SVM Classifier developed with the 6 Normalized All Strides features
selected with the Backward Step Wise method for the FD with CNS lesions vs. FD without CNS lesions
differentiation task.

Step Wise Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 94.20% 99.89% 92.23%
Validation Set 85.63% 77.11% 86.66%
Test Set 79.53% 100% 77.78%
Test Set Individual Performance 66.67% 100% 66.67%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Polynomial 70 0.1 5

Table 173: Performance of the best SVM Classifier developed with the 3 Raw Mean Strides features
selected with the Gini method for the FD with CNS lesions vs. FD without CNS lesions differentiation task.

Gini Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 86.95% 80.39% 91.98%
Validation Set 86.67% 90.0% 96.67%
Test Set 66.67% 100% 66.67%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
RBF 4.0 0.1 —–
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Table 174: Performance of the best SVM Classifier developed with the 2 Raw Mean Strides features selected
with the Backward Step Wise method for the FD with CNS lesions vs. FD without CNS lesions differentiation
task.

Step Wise Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 77.77% 100.0% 74.53%
Validation Set 86.67% 100% 86.67%
Test Set 66.67% 100% 66.67%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Polynomial 0.5 0.17 5

Table 175: Performance and parameters of the best SVM Classifier developed with the 3 Normalized Mean
Strides features selected with the Lasso method for the FD with CNS lesions vs. FD without CNS lesions
differentiation task.

Lasso Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 92.12% 86.48% 96.33%
Validation Set 90.0% 90.0% 100.0%
Test Set 33.33% 0% 50.0%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Sigmoid 2.5 0.2 —–
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Table 176: Performance of the best SVM Classifier developed with the 5 Normalized Mean Strides features
selected with the Backward Step Wise method for the FD with CNS lesions vs. FD without CNS lesions
differentiation task.

Step Wise Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 94.79% 87.62% 100.0%
Validation Set 90.0% 95.0% 95.0%
Test Set 33.33% 0% 50.0%

SVM Classifier Hyperparameters
Kernel Function C Gamma Degree
Linear 3.0 —– —–

Table 177: Performance of the best DBN Classifier developed with the 3 Raw Mean Strides features
selected with the Gini method for the FD with CNS lesions vs. FD without CNS lesions differentiation task.

Gini Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 76.67% 100% 76.67%
Validation Set 65.43% 95.56% 68.10%
Test Set 66.67% 100% 66.67%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.006 0.002 0.2 14/12 2 10 70
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Table 178: Performance of the best DBN Classifier developed with the 2 Raw Mean Strides features
selected with the Backward Step Wise method for the FD with CNS lesions vs. FD without CNS lesions
differentiation task.

Step Wise Method - 2 Selected Features
Accuracy Sensitivity Specificity

Training Set 81.67% 100.0% 81.67%
Validation Set 64.76% 90.10% 71.43%
Test Set 66.67% 100% 66.67%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.007 0.0015 0.1 24/24 4 7 100

Table 179: Performance of the best DBN Classifier developed with the 6 Normalized Mean Strides features
selected with the Gini method for the FD with CNS lesions vs. FD without CNS lesions differentiation task.

Gini Method - 6 Selected Features
Accuracy Sensitivity Specificity

Training Set 67.62% 98.33% 68.33%
Validation Set 75.0% 100% 75.0%
Test Set 66.67% 100% 66.67%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.006 0.001 0.2 16/22 2 10 150
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Table 180: Performance of the best DBN Classifier developed with the 5 Normalized Mean Strides features
selected with the Backward Step Wise method for the FD with CNS lesions vs. FD without CNS lesions
differentiation task.

Step Wise Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 67.62% 98.33% 68.33%
Validation Set 75.0% 100% 75.0%
Test Set 66.67% 100% 66.67%

DBN Classifier Hyperparameters
LR S1 LR S2 DR Neurons Batch Size Epochs S1 Epochs S2
0.006 0.002 0.2 24/18 4 10 100

Table 181: Performance and parameters of the best LSTM Classifier developed with the 5 Raw All Strides
features selected with the Lasso method for the FD with CNS lesions vs. FD without CNS lesions differen-
tiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 77.64% 85.92% 80.18%
Validation Set 66.67% 80.0% 86.67%
Test Set 100% 100% 100%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.001 0.2 22/14 22/16 4 30
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Table 182: Performance of the best LSTM Classifier developed with the 3 Raw All Strides features selected
with the Gini method for the FD with CNS lesions vs. FD without CNS lesions differentiation task.

Gini Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 71.93% 80.10% 80.41%
Validation Set 76.67% 90.0% 86.67%
Test Set 66.67% 100% 66.67%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.001 0.2 32/16 24/18 2 30

Table 183: Performance and parameters of the best LSTM Classifier developed with the 4 Normalized All
Strides features selected with the Lasso method for the FD with CNS lesions vs. FD without CNS lesions
differentiation task.

Lasso Method - 4 Selected Features
Accuracy Sensitivity Specificity

Training Set 75.77% 93.75% 75.30%
Validation Set 85.0% 100% 85.0%
Test Set 66.67% 100% 66.67%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.002 0.2 22/14 22/16 4 30
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Table 184: Performance of the best LSTM Classifier developed with the 5 Normalized All Strides features
selected with the Gini method for the FD with CNS lesions vs. FD without CNS lesions differentiation task.

Gini Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 79.90% 83.45% 82.35%
Validation Set 85.0% 95.0% 90.0%
Test Set 66.67% 50.0% 100.0%

LSTM Classifier Hyperparameters
LR DR LSTM Neurons MLP Neurons Batch Size Epochs
0.001 0.2 32/16 24/18 2 30

Table 185: Performance and parameters of the best CNN/MLP Classifier developed with the 5 Raw All
Strides features selected with the Lasso method and biometric data of each patient for the FD with CNS
lesions vs. FD without CNS lesions differentiation task.

Lasso Method - 5 Selected Features
Accuracy Sensitivity Specificity

Training Set 91.58% 85.90% 95.36%
Validation Set 81.67% 90.0% 91.67%
Test Set 100% 100% 100%

CNN/MLP Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Bio Final MLP Batch Size Epochs
0.001 0.2 28/16 5 16/8 28/16 4 30
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Table 186: Best hyperparameter configuration for each classifier for the differ-
entiation of controls vs. FD patients based on raw and MR normalized gait data.

Classifier
Controls vs. FD Patients
Raw Dataset Normalized Dataset

MLP

Hidden Neurons 20/22 20/22
Dropout Rate 0.1 0.1
Learning Rate 0.0015 0.0015
Batch Size 6 6
Epochs 48 48

DBN

Hidden Neurons 18/12 18/12
Dropout Rate 0.1 0.1
Learning Rate S1/S2 0.001/0.001 0.001/0.001
Batch Size 4 4
Epochs S1/S2 110/11 110/11

SVM

c 0.9 0.55
γ 0.3 0.047
kernel RBF RBF
δ 0 0

RF

Split Criteria Gini Gini
Max Features 4 4
Number of Trees 200 140
Min Samples Split 6 3

S1: Stage 1 (unsupervised learning stage); S2: Stage 2 (fine tuning learning stage);
Max Features: The number of features to consider when looking for the best split; Min
Samples Split: The minimum number of samples required to split an internal node.

Table 187: Performance of the best CNN/MLP Classifier developed with the 3 Raw All Strides features
selected with the Gini method and biometric data of each patient for the FD with CNS lesions vs. FD
without CNS lesions differentiation task.

Gini Method - 3 Selected Features
Accuracy Sensitivity Specificity

Training Set 88.77% 83.48% 92.27%
Validation Set 85.0% 90.0% 95.0%
Test Set 66.67% 100% 66.67%

CNN/MLP Classifier Hyperparameters
LR DR CNN Neurons Kernel MLP Bio Final MLP Batch Size Epochs
0.001 0.2 22/12 5 16/8 22/12 4 30

266



CHAPTER 11. CONCLUSION AND FUTURE WORK

Table 188: Holter cardiac features significance level according to Mann Whitney U-test when comparing
FD patients without CNS lesions and FD patients with CNS lesions.

Feature Mann Whitney U Test p-value
HR Max < 0.001
Unique APCs < 0.001
Total SVE Beats < 0.001
QT Mean < 0.001
Unique PVC < 0.001
Total VE Beats 0.0017
QTc > 450 0.0025
QT Min 0.0027
QT Max 0.0036
QTc Mean 0.0047
Total Heart Beats 0.014
HR Mean 0.0152
Unique VEs 0.0153
ASDNN 5 0.0666
QTc Max 0.0986
MaxSTCa3 0.1508
MaxSTCa2 0.2007
MinSTCa1 0.2452
QTc Min 0.2476
MaxSTCa1 0.2535
RMSSD 0.2906
SDNN 0.3140
SDANN 5 0.3167
HR Min 0.3545
MinSTCa3 0.3771
MinSTCa2 0.3971
Longest R-R 0.4404

Table 189: Significance level of Echocardiogram features according to Mann Whitney U-test when com-
paring FD patients without CNS lesions and FD patients with CNS lesions

Feature Mann Whitney U Test p-value
MV E/A Ratio < 0.001
MV A Vel < 0.001
E’ Lateral < 0.001
MV Dec T < 0.001
E’ Septal < 0.001
E/E’ Lateral < 0.001
E/E’ Medial < 0.001
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LVPWd < 0.001
E/E’ Septal < 0.001
IVSd < 0.001
LVIDd < 0.001
LADiam/SC < 0.001
AoDiam 0.0029
S’ Lateral 0.0063
MVEVel 0.0072
LVdMassInd(ASE) 0.0099
LADiam 0.0121
S’ Septal 0.0136
A’ Septal 0.0181
LVdMass(ASE) 0.0199
LVIDd/SC 0.0315
A’ Lateral 0.0545
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