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Abstract

The existence and the properties of isolated solutions to the relativistic Vlasov-Maxwell system with initial data on the backward hyperboloid $t = -\sqrt{1+|x|^2}$ are investigated. Isolated solutions of Vlasov-Maxwell can be defined by the condition that the particle density is compactly supported on the initial hyperboloid and by imposing the absence of incoming radiation on the electromagnetic field. Various consequences of the mass-energy conservation laws are derived by assuming the existence of smooth isolated solutions which match the initial data. In particular, it is shown that the mass-energy of isolated solutions on the backward hyperboloids and on the surfaces of constant proper time are preserved and equal, while the mass-energy on the forward hyperboloids is non-increasing and uniformly bounded by the mass-energy on the initial hyperboloid. Moreover the global existence and uniqueness of classical solutions in the future of the initial surface is established for the one dimensional version of the system.

1 Introduction

Models representing isolated systems have an important role in physics. Even though no system can be rigorously considered isolated, it is common in physics to disregard in first approximation the effects that external agents, including the observer, have on the dynamics of the system under consideration. What exactly means that a physical system is isolated depends on the underlying physical theory that is used to describe the dynamics of the model. In Newtonian gravity, for example, a compactly supported matter distribution is referred to as being isolated if the gravitational field energy at any fixed time decays to zero at large distances from the matter. This definition implies that the gravitational
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potential generated by the mass distribution equals the convolution product of the mass density with the fundamental solution of the Poisson equation. However if the dynamics of the same matter distribution is described using general relativity instead of Newtonian gravity, i.e., taking into account the relativistic effects, the precise definition of isolated system becomes more complicated and indeed is not yet fully understood, cf. [7].

In order to clarify the kind of difficulties that arise when we try to extend the concept of isolated system from pre-relativistic to relativistic physics, we study here the evolution of an isolated charge distribution in Maxwell’s electrodynamics. As opposed to the electrostatic case, where the potential solves the Poisson equation and decays at the same rate in all directions, the finite, constant (in vacuum) speed of propagation of signals implies that a typical solution of the Maxwell equations will in general allow for a net flux of field energy coming from infinity and propagating along the null directions. The part of the field responsible for this energy flux is called incoming radiation. If the system is to be thought of as isolated, the incoming radiation should be ruled out by appropriate boundary conditions. The precise form and relevance of these conditions will be discussed later.

As regard to the matter model, we postulate a collisionless plasma described by the relativistic Vlasov equation, which coupled to the Maxwell equations yields the relativistic Vlasov-Maxwell system. The reason for this choice is that solutions of the relativistic Vlasov-Maxwell system are in general more regular than for other matter models—such as perfect fluids—and this considerably simplifies the analysis in the sequel. In particular, the compact support property of the Vlasov matter field which enters in our definition of isolated system, holds for all times provided it is required initially.

1.1 The Vlasov-Maxwell system

Consider a large ensemble of charged particles (plasma) which interact only by means of the electromagnetic forces that they generate collectively; external forces and collisions between the particles are assumed to be negligible. In the case of one species of particle, the average dynamics of the plasma is described through the particles distribution function \( f = f(t,x,p) \), which satisfies the Vlasov equation:

\[
\partial_t f + \hat{p} \cdot \nabla_x f + (E + \hat{p} \times B) \cdot \nabla_p f = 0.
\]

(1.1)

Here \((t,x) \in \mathbb{R} \times \mathbb{R}^3\) denotes a Cartesian system of coordinates in the four dimensional Minkowski space (i.e., a system of coordinates in which the Minkowski metric has the canonical diagonal form) and \(p \in \mathbb{R}^3\) is the momentum variable. The time coordinate \(t\) will be called proper time. \((E,B) = (E,B)(t,x)\) denotes the mean electromagnetic field generated by the plasma; the vector field \(E + \hat{p} \times B\) is the Lorentz force and

\[
\hat{p} = \frac{p}{\sqrt{1+|p|^2}}
\]

(1.2)
denotes the relativistic velocity of a particle with momentum \( p \). Units are chosen so that the mass and the charge of each particle, as well as the speed of light, have unit value. The electromagnetic field \((E, B)\) is required to solve the Maxwell equations

\[
\begin{align*}
\partial_t E &= \nabla \times B - j, \\
\partial_t B &= -\nabla \times E, \\
\nabla \cdot E &= \rho, \\
\nabla \cdot B &= 0,
\end{align*}
\] (1.3)

where the charge density \( \rho \) and the current density \( j \) are given by

\[
\rho(t, x) = \int f(t, x, p) \, dp, \quad j(t, x) = \int \hat{p} f(t, x, p) \, dp.
\] (1.4)

The set of equations (1.1)–(1.4) is the (relativistic) Vlasov-Maxwell system. Sufficiently regular solutions of this system satisfy the continuity equation

\[
\partial_t \rho + \nabla \cdot j = 0, \tag{1.5}
\]

as well as the energy identity

\[
\partial_t e + \nabla \cdot p = 0, \tag{1.6}
\]

where

\[
e(t, x) = \int \sqrt{1 + |p|^2} f \, dp + \frac{1}{2} |E|^2 + \frac{1}{2} |B|^2, \quad p(t, x) = \int p f \, dp + E \times B,
\]

are the local energy and the local momentum, respectively. Being a relativistic (i.e., Lorentz invariant) model, the Vlasov-Maxwell system allows for the presence of radiation fields. The radiation is defined as the part of the electromagnetic field which carries energy to null infinity. It is distinguished in outgoing radiation, which propagates energy to future null infinity, and incoming radiation, which propagates energy to past null infinity. As for any solution \((f(t, x, p), E(t, x), B(t, x))\) of Vlasov-Maxwell, the triple \((f(-t, x, -p), E(-t, x), -B(-t, x))\) gives a new solution thereof (time reflection symmetry), solutions of this system contain in general outgoing as well as incoming radiation. Our main interest is in the solutions of the Vlasov-Maxwell system which describe an isolated plasma. The precise definition of this class of solutions will be given in Section 2. The physical idea behind the concept of isolated solution is that the system is not hit by energy coming from infinity. This condition can be achieved by requiring that (i) the particle density is supported away from past null infinity and (ii) there is no contribution from the incoming radiation in the electromagnetic field (no-incoming radiation condition). Note that since radiation propagates energy-momentum at the speed of light, the correct set of infinity where to impose the condition for having an isolated system is past null infinity.

### 1.2 The initial value problem with data on a backward hyperboloid

As the definition of isolated systems is related to the behavior of the solution as \( t \to -\infty \), the standard framework of the Cauchy problem with data at \( t = 0 \)
does not seem to provide a suitable mathematical setting for the analysis of such solutions (local isolated solutions of the Cauchy problem are meaningless). In the framework of the initial value problem, it is more natural to assign the initial data of isolated solutions on a surface which cuts past null infinity. In [6] this surface was chosen to be the past light cone with vertex in the origin of a Cartesian system of coordinates. This choice leads naturally to consider the foliation of Minkowski space by the family of past light cones \( t - |x| = v \) and to study the Vlasov-Maxwell system in the advanced time coordinate \( v \). However, since the coefficients of the Vlasov equation are discontinuous at the vertex of the cones, smooth solutions of the Vlasov-Maxwell system in the advanced time coordinate do not exist in general. Although it is possible to develop a theory of isolated weak solutions, we prefer to continue the analysis started in [6] by employing a different approach, namely by studying the initial value problem with data on the backward hyperboloid \( t = \tau - \sqrt{1 + |x|^2} \). Besides solving the problem of the regularity of isolated solutions mentioned above, the present paper also contains several results which were left open in [6] or merely conjectured therein.

Let \((f^n, E^n, B^n)\) denote the restriction of the solutions of Vlasov-Maxwell on the backward hyperboloids \( t = \tau - \sqrt{1 + |x|^2}, \tau \geq 0 \). In order to make transparent the relation between \((f^n, E^n, B^n)\) and \((f, E, B)\), the coordinates on the hyperboloids will be chosen by orthogonal projection on the hypersurfaces of constant proper time. Hence

\[
f^n(\tau, x, p) = f(\tau - \sqrt{1 + |x|^2}, x, p), \quad (E^n, B^n)(\tau, x) = (E, B)(\tau - \sqrt{1 + |x|^2}, x).
\]

In terms of these new dynamical variables, the Vlasov-Maxwell system takes the form

\[
(1 + \hat{p} \cdot \hat{x}) \partial_\tau f^n + \hat{p} \cdot \nabla_x f^n + (E^n + \hat{p} \times B^n) \cdot \nabla_p f^n = 0, \quad (1.7)
\]

\[
\partial_\tau (E^n - \hat{x} \times B^n) = \nabla \times B^n - j^n, \quad (1.8)
\]

\[
\partial_\tau (B^n + \hat{x} \times E^n) = -\nabla \times E^n, \quad (1.9)
\]

\[
\partial_\tau (E^n \cdot \hat{x}) + \nabla \cdot E^n = \rho^n, \quad (1.10)
\]

\[
\partial_\tau (B^n \cdot \hat{x}) + \nabla \cdot B^n = 0, \quad (1.11)
\]

where

\[
\rho^n(\tau, x) = \int f^n dp, \quad j^n(\tau, x) = \int \hat{p} f^n dp, \quad \hat{x} = \frac{x}{\sqrt{1 + |x|^2}}.
\]

Initial data are given at \( \tau = 0 \) and denoted by

\[
f^n(0, x, p) = f(0, x, p), \quad E^n(0, x) = E(0, x), \quad B^n(0, x) = B(0, x).
\]

Later we shall discuss the equivalence of the system above with the evolution equations (1.7)–(1.9) and a set of constraint equations on the initial data. We are interested in the question of existence and uniqueness of classical solutions in the
future, i.e., for \( \tau \in [0, \infty) \), which match the initial data at \( \tau = 0 \). These solutions will be referred to as “global”, although they are defined only for \( \tau \geq 0 \) (note that \((1.7)-(1.12)\) is not time symmetric). Obviously, data on a backward hyperboloid are in general not sufficient to determine a unique solution in the future, since the intersection between the initial surface and the domain of dependence of the solutions on a space-time point sufficiently far in the future is not a compact set (precisely, uniqueness is lost in the region of Minkowski space in the future of the past light cone \( t = -|x| \)). Based on causality arguments, it is expected that a unique solution of \((1.7)-(1.12)\) is obtained by supplying the initial conditions with data at past null infinity (i.e., at \( |x| \to +\infty \) on the surfaces \( \tau = \text{const.} \)). That this is the case will be proved in Section 3 for the one dimensional version of the system. In the class of solutions which admit a continuous extension at past null infinity, the no-incoming radiation condition is equivalent to giving zero data at past null infinity.

1.3 Outline of the paper and outlook

The outline of the present article is as follows. In Section 2 various consequences of the local conservation laws for \((1.7)-(1.12)\) and of the no-incoming radiation condition are collected. The results of Section 2 are conditional, as they assume the existence of global classical solutions, and improve those of [6] in several aspects. In particular, the boundedness of the mass-energy on the forward hyperboloids, which was left open in [6], is established here by integrating the identities \((1.5)-(1.6)\) in the interior of suitable space-time regions. Moreover we prove that the energy of isolated solutions on the surfaces of constant proper time is preserved and equals the energy on the initial hyperboloid, a property which was only conjectured in [6]. In Section 2.6 we state a global existence and uniqueness theorem for spherically symmetric solutions. The proof is based on classical arguments introduced in [1, 11] and is therefore omitted. Note that in spherical symmetry the magnetic field vanishes identically (if decay at infinity is imposed) and the Maxwell equations reduce to the Poisson equation for the electric field. Hence there is neither incoming nor outgoing radiation in spherical symmetry. In order to introduce radiation effects, we consider in Section 3 the Vlasov-Maxwell system in one spatial dimension and two dimensions in velocity (the so-called “one and one-half” dimensional system). In this case we are able to prove the existence and uniqueness of a global classical solution with given data at \( \tau = 0 \) and data at past null infinity. Moreover we show that if and only if the data at past null infinity vanish, the solution satisfies the no-incoming radiation condition.

To conclude the Introduction, we review some important results on the Vlasov-Maxwell system. Existence and uniqueness of local solutions to the Cauchy problem has been proved in [20]. In [15] it is shown that a classical solution exists in any interval of time in which the momentum support of the particles density is bounded. Different proofs of this result are given [3] and [9]. In [18] it is proved that such a continuation principle of local solutions hold for a wide variety of linear equations coupled (in a non-linear way) to the Vlasov
equation. The result in [15] was applied to prove global existence and uniqueness under different smallness assumptions on the initial data (cf. [12, 16, 19]) and for arbitrarily large data in one and two space dimensions [13, 14]. Existence, but not uniqueness, of global weak solutions in three spatial dimensions is proved in [8].

Isolated solutions of the Vlasov-Maxwell system were first studied in [4, 5] using the retarded solution of the equations. For related results based on approximation methods see [2].

2 General properties of classical solutions

In this section we study several properties of global solutions of (1.7)–(1.12) satisfying the regularity condition

$$f, E, B \in C^1([0, \infty) \times \mathbb{R}^3 \times \mathbb{R}^3)$$

and so they are solutions of (1.7)–(1.12) in a classical sense. It is also assumed that $f$ has bounded support in the momentum, precisely

$$\mathcal{P}(\tau) = \sup \{ \sqrt{1 + |p|^2} : f(\tau, x, p) \neq 0, 0 \leq s \leq \tau, x \in \mathbb{R}^3 \} < \infty, \quad \forall \tau \in [0, \infty).$$

In particular, all the integrals in the momentum variable in the sequel are understood to be extended over a (time dependent) compact set. For the sake of reference we define

$$\mathcal{C}_{\infty} = \{ (f, E, B) \text{ which satisfy (2.1)-(2.2)} \}.$$

The precise mathematical definition of isolated solution of the Vlasov-Maxwell system can now be given. We denote by $S_r = \{ x \in \mathbb{R}^3 : |x| = r \}$ the sphere with center in the origin and radius $r > 0$, by $dS_r$ the invariant volume element thereon and by $k = x/|x|$ the outward unit normal to the sphere.

**Definition 2.1** A solution $(f, E, B) \in \mathcal{C}_{\infty}$ of (1.7)–(1.12) is said to be isolated if

(A) There exists a constant $R_0 > 1$ such that

$$\rho(\tau, x) = 0, \quad \text{for } \sqrt{1 + |x|^2} \geq R_0 + \frac{1}{2} \tau;$$

(B) The no-incoming radiation condition (NIRC) in the future is satisfied, namely

$$\lim_{r \to \infty} \int_{\tau_1}^{\tau_2} \int_{S_r} k \cdot [E \times B](\tau, x) dS_r d\tau = 0, \quad \forall \tau_1, \tau_2 \geq 0.$$

$$\Box$$
The limit in the left hand side of (2.3) defines the energy carried out by the electromagnetic field to past null infinity in the interval $[\tau_1, \tau_2]$ of the time coordinate $\tau$. As we are interested only in going forward in time, we require the NIRC only in the future of the initial hyperboloid $\tau = 0$.

As regard to condition (A), it means that the matter is supported away from the region of past null infinity in the future of the initial hyperboloid (however the matter support may intersect future null infinity). This assumption could be relaxed and replaced by a decay condition that implies the absence of kinetic energy at past null infinity. We shall avoid to do so, as we feel that such a condition does not add any physically interesting new feature to the concept of isolated system.

It turns out that the condition (A) in Definition 2.1 is satisfied by any solution in the class $C^\infty$ if the initial datum $f_{\gamma}^{in}$ is chosen with compact support in $x$ and defining

$$R_0 = \inf\{r > 0 : f_{\gamma}^{in}(x, p) = 0, \sqrt{1 + |x|^2} \geq r, p \in \mathbb{R}^3\}, \quad (2.4)$$

see Lemma 2.2. For this reason, the initial data are throughout assumed to satisfy

$$0 \leq f_{\gamma}^{in} \in C^1_c(\mathbb{R}^3 \times \mathbb{R}^3), \quad E_{\gamma}^{in}, B_{\gamma}^{in} \in C^2(\mathbb{R}^3). \quad (2.5)$$

At this point it is worth to emphasize that even if the particles density were given with compact support on the surface $t = 0$ (as it is usually the case when studying the Cauchy problem), there is no guarantee \textit{a priori} that it will have compact support also on the backward hyperboloid $t = -\sqrt{1 + |x|^2}$.

We remark that Definition 2.1 can be adopted also for other matter models coupled to the Maxwell system, such as perfect fluids described by the Euler equations. However in the latter case it is not enough to give a charge density with compact support on the initial hyperboloid to make the condition (A) satisfied. To this purpose one needs to formulate an initial-(free) boundary value problem for the Maxwell-Euler equations, for which there is no existence result available.

We split our analysis in six different subsections. The results of Sections 2.1 and 2.6 make use explicitly of the Vlasov equation, whereas the content of Sections 2.2–2.5 applies to any matter model for which the local conservation laws of mass and energy hold.

### 2.1 The Vlasov equation

Let us start by pointing out some basic properties of $f_{\gamma}$. The estimate

$$1 + \hat{p} \cdot \hat{x} = 1 + \frac{p \cdot x}{\sqrt{1 + |p|^2} \sqrt{1 + |x|^2}} \geq 1 - \frac{|p||x|}{\sqrt{1 + |p|^2} \sqrt{1 + |x|^2}}$$

$$\geq 1 - \frac{|p|}{\sqrt{1 + |p|^2}} = \frac{1}{\sqrt{1 + |p|^2} (\sqrt{1 + |p|^2} + |p|)} \geq \frac{1}{2(1 + |p|^2)}$$
shows that for solutions in the class $C_\infty$, the equation (1.7) is equivalent to
\[
\partial_\tau \gamma + \frac{p}{p_0} \cdot \nabla_x \gamma + \frac{1}{p_0} \left( \sqrt{1+|p|^2 E_\gamma} + p \times B_\gamma \right) \cdot \nabla_p \gamma = 0,
\] (2.6)
where $p_0$ is defined by
\[
p_0 = \sqrt{1+|p|^2 + p \cdot \hat{x} > 0}.
\]
The characteristics of the differential operator in the left hand side of (2.6) are the solutions of
\[
\dot{x} = \frac{p}{p_0}, \quad \dot{p} = \frac{1}{p_0} \left( \sqrt{1+|p|^2 E_\gamma} + p \times B_\gamma \right).
\] (2.7)
and we denote by $(X,P)(s)$ the characteristic curve satisfying $(X,P)(\tau) = (x,p)$; note that $(X,P)$ also depends on $(\tau,x,p)$, but this is not reflected in our notation.
Let $F = (F_1,F_2)$ denote the right hand side of (2.7), that is
\[
F_1(x,p) = \frac{p}{p_0}, \quad F_2(x,p) = \frac{1}{p_0} \left( \sqrt{1+|p|^2 E_\gamma} + p \times B_\gamma \right).
\] (2.8)
Since $F$ is a $C^1$ function when $(E_\gamma,B_\gamma) \in C^1$, then the characteristics are smooth and one can write the solution of (2.6) as
\[
f_\gamma(\tau,x,p) = f_\gamma^0((X,P)(0)).
\] (2.9)
In particular, $f_\gamma$ remains non-negative for all times and $\|f_\gamma(\tau)\|_\infty \leq \|f_\gamma^0\|_\infty$.
We shall now derive the conservation laws satisfied by the solutions of (2.6).
A straightforward computation shows that the vector (2.8) satisfies
\[
[\nabla_{(x,p)} \cdot F] (s,X(s),P(s)) = -\frac{d}{ds} \log \left( 1 + \hat{P}(s) \cdot \hat{X}(s) \right),
\] (2.10)
where $\hat{P} = P/\sqrt{1+|P|^2}$. In fact, each side of (2.10) equals, along characteristics,
\[
-\frac{1}{(1+\hat{p} \cdot \hat{x})^2} \left[ \frac{\hat{p}^2 - (\hat{p} \cdot \hat{x})^2}{\sqrt{1+|\hat{p}|^2}} + \frac{1}{\sqrt{1+|p|^2}} \left( E_\gamma \cdot (\hat{x} - (\hat{p} \cdot \hat{x})\hat{p}) - (\hat{p} \times \hat{x}) \cdot B_\gamma \right) \right].
\]
From (2.10) we deduce
\[
\det \left[ \frac{\partial (X,P)(s)}{\partial (x,p)} \right] = \frac{1 + \hat{p} \cdot \hat{x}}{1 + P(s) \cdot X(s)}.
\]
Hence using (2.9) the next lemma follows.
\[\textbf{Lemma 2.1} \quad \text{For any solution of (1.7)–(1.12) in the class } C_\infty \text{ and for any measurable function } Q: \mathbb{R} \to \mathbb{R}, \text{ we have}
\]
\[
\int \int Q(f_\gamma)(1+\hat{p} \cdot \hat{x}) dp dx = \text{const.}
\]
In particular, by choosing $Q(z) = z^q$, $q \geq 1$,
\[
\|(1+\hat{p} \cdot \hat{x})^{1/q} f_\gamma(\tau)\|_{L^q(\mathbb{R}^3 \times \mathbb{R}^3)} = \text{const.}
\] (2.11)
In the next lemma we estimate the $x$-support of $f_{\gamma}$.

Lemma 2.2 Let $(f_{\gamma}, E_{\gamma}, B_{\gamma}) \in C_\infty$ be a solution of (1.7)–(1.12) with initial data (2.5). Then

\[ f_{\gamma}(\tau, x, \rho) = 0, \quad \text{for } \sqrt{1 + |x|^2} \geq R_0 + \frac{1}{2} \tau, \tau \geq 0, \]

where $R_0 > 1$ is given by (2.4).

Proof: For all $0 \leq s \leq \tau$ we have, by the first equation in (2.7),

\[
\sqrt{1 + |x|^2} = \sqrt{1 + |X(s)|^2} + \int_s^\tau \frac{P(\tau') \cdot \hat{X}(\tau')}{{\sqrt{1 + |P(\tau')|^2} + \hat{X}(\tau')}} d\tau' \leq \sqrt{1 + |X(s)|^2} + \int_{I^+} \frac{P(\tau') \cdot \hat{X}(\tau')}{{\sqrt{1 + |P(\tau')|^2} + \hat{X}(\tau')}} d\tau',
\]

where $\hat{X} = X/\sqrt{1 + |X|^2}$ and $I^+ = \{ \tau' \in [0, \tau] : (P \cdot \hat{X})(\tau') \geq 0 \}$. Since $\sqrt{1 + |p|^2} > |p \cdot \hat{x}|$ we obtain

\[
\sqrt{1 + |x|^2} \leq \sqrt{1 + |X(s)|^2} + \frac{1}{2} (\tau - s).
\]

For $s = 0$ this implies $\sqrt{1 + |x|^2} \leq R_0 + \frac{1}{2} \tau$ in the support of $f_{\gamma}$. \qed

Corollary 2.1 A solution $(f_{\gamma}, E_{\gamma}, B_{\gamma}) \in C_\infty$ with initial data (2.5) is isolated if and only if it satisfies the NIRC in the future.

2.2 The Maxwell equations

Next the Maxwell equations (1.8)–(1.11) will be considered. A basic fact is that they are equivalent to a set of constraint equations on the initial data and a set of evolution equations. As opposed to the case of initial data on a past light cone considered in [6], data on a backward hyperboloid are restricted by the same number of constraints as for the case of data given on the surface $t = 0$ (in [6] there appear additional constraints because the initial data are given on a characteristic surface). We consider the system (1.8)–(1.11) for a given pair $(\rho_{\gamma}, j_{\gamma}) \in C^1$ satisfying the equation

\[
\partial_\tau (\rho_{\gamma} + j_{\gamma} \cdot \hat{x}) = -\nabla \cdot j_{\gamma}. \tag{2.12}
\]

Scalar multiplying (1.8)-(1.9) by $\hat{x}$ and using (1.10)-(1.11) we obtain

\[
\nabla \cdot E_{\gamma} = (\rho_{\gamma} + j_{\gamma} \cdot \hat{x}) - \hat{x} \cdot \nabla \times B_{\gamma}, \quad \nabla \cdot B_{\gamma} = \hat{x} \cdot \nabla \times E_{\gamma}. \tag{2.13}
\]

A simple vector algebra computation shows that the equations (2.13) are satisfied for all times provided they hold at $\tau = 0$ and the functions $E_{\gamma}, B_{\gamma}, \rho_{\gamma}, j_{\gamma}$ satisfy (1.8), (1.9) and (2.12). Hence we have the following
Proposition 2.1 Let \((\rho_{\tau}, j_{\tau}) \in C^1\) be given which satisfy (2.12). Then \((E_{\tau}, B_{\tau})\) is a solution of (1.8)–(1.11) with initial data \((E_{\tau}^{in}, B_{\tau}^{in})\) if and only if it is a solution of (1.8)–(1.9) with initial data satisfying the constraint equations
\[
\nabla \cdot E_{\tau}^{in} = (\rho_{\tau}^{in} + j_{\tau}^{in}) \cdot \hat{x} \cdot \nabla \times B_{\tau}^{in}, \quad \nabla \cdot B_{\tau}^{in} = \hat{x} \cdot \nabla \times E_{\tau}^{in},
\]
(2.14)
where \((\rho_{\tau}^{in}, j_{\tau}^{in}) = (\rho_{\tau}, j_{\tau})|_{\tau = 0}\). Moreover the solution satisfies (2.13) for all \(\tau \geq 0\).

Proposition 2.1 applies to solutions of (1.7)–(1.12) with \(\rho_{\tau}^{in} = \int f_{\tau}^{in} dp\) and \(j_{\tau}^{in} = \int \hat{p} f_{\tau}^{in} dp\), since the validity of (2.12) follows by the Vlasov equation (or by a simple change of variable in (1.5)).

2.3 Evolution of the mass functions

Our next purpose is to study the evolution of certain mass functions associated to a solution in the class \(C_\infty\). For \(\tau \geq 0\) fixed and \(\delta = 0, 1, 2\), consider the hypersurfaces in Minkowski space which, in the Cartesian coordinates \((t, x)\), are defined by
\[
\Sigma_\delta(\tau) = \{ (t, x) : t + (1 - \delta) \sqrt{1 + |x|^2} = \tau, x \in \mathbb{R}^3 \}.
\]
It follows that \(\Sigma_\delta(\tau)\) is a backward hyperboloid for \(\delta = 0\), a surface of constant proper time for \(\delta = 1\) and a forward hyperboloid for \(\delta = 2\). The notation \([h]_{\Sigma_\delta(\tau)}\) will be used to indicate that the function \(h = h(t, x)\) has to be evaluated on the surface \(\Sigma_\delta(\tau)\). For \(\tau \geq 0\) and \(r > 0\) fixed we set
\[
n_\delta(\tau, r) = \int_{B_r} [\rho + (1 - \delta) j \cdot \hat{x}]_{\Sigma_\delta(\tau)} dx,
\]
where \(B_r\) denotes the ball with center in the origin and radius \(r > 0\). In terms of a solution \((f_{\tau}, E_{\tau}, B_{\tau}) \in C_\infty\) of (1.7)–(1.12), the functions \(n_\delta\) are given by
\[
n_\delta(\tau, r) = \int_{B_r} [\rho_{\tau} + (1 - \delta) j_{\tau} \cdot \hat{x}] \left( \tau + \delta \sqrt{1 + |x|^2}, x \right) dx.
\]
We set
\[
N_\delta(\tau) = \lim_{r \to \infty} n_\delta(\tau, r),
\]
which is the total mass of particles on the surface \(\Sigma_\delta(\tau)\). The limit in the previous definition exists, since \(n_\delta(\tau, \cdot)\) is non-decreasing. It is clear that \(N_0\) can be defined also for local solutions, whereas \(N_1\) and \(N_2\) make sense only for global solutions. Let \(N_0^{in} = N_0(0)\), which depends only on the given initial datum \(f_{\tau}^{in}\) and is bounded for data as in (2.5).

Proposition 2.2 Let \((f_{\tau}, E_{\tau}, B_{\tau}) \in C_\infty\) be a solution of (1.7)–(1.12) with initial data (2.5). Then the following holds:

1. \(N_1(\tau) = N_0(\tau) = N_0^{in}\), for all \(\tau \geq 0\);
2. \(N_2(\tau_2) \leq N_2(\tau_1) \leq N_0^{in}\), for all \(0 \leq \tau_1 \leq \tau_2\);
(3) If \( \sup\{\mathcal{P}_\tau(\tau), \tau \in [0, \infty)\} < \infty \), then \( N_2(\tau) = N_0^{in} \), for all \( \tau \geq 0 \).

**Proof:** The equality \( N_0(\tau) = N_0^{in} \) corresponds to (2.11) for \( q = 1 \). Integrating the continuity equation (1.5) in the interior of the space-time region

\[
\mathcal{R}_1(\tau, r) = \{(t,x) : \tau - \sqrt{1 + |x|^2} \leq t \leq \tau, x \in B_r\}
\]

and applying the divergence theorem we obtain

\[
n_1(\tau, r) = n_0(\tau, r) - \int_\tau^{\tau + \sqrt{1 + r^2}} \int_{S_r} [j_{\eta} \cdot k](\tau', x) dS_r d\tau'.
\]  

By Lemma 2.2 and (2.15),

\[
n_1(\tau, r) = n_0(\tau, r), \quad \text{for } r > \left( (2R_0 + \tau)^2 - 1 \right)^{1/2},
\]

which in the limit \( r \to \infty \) implies \( N_1(\tau) = N_0(\tau) \). By (1.5), the function \( n_2 \) satisfies the equation

\[
\left( \partial_\tau - \frac{\sqrt{1 + r^2}}{r} \partial_r \right) n_2 = -\frac{\sqrt{1 + r^2}}{r} \int_{S_r} [\rho]_{\Sigma_2}(\tau) dS_r.
\]  

Integrating along the characteristics of the operator in the left hand side of (2.16) we obtain

\[
n_2(\tau_2, (\sqrt{1 + r^2} - \tau_2)^2 - 1)^{1/2} \leq n_2(\tau_1, (\sqrt{1 + r^2} - \tau_1)^2 - 1)^{1/2},
\]

for \( \tau_2 \geq \tau_1 \) and \( r \geq \sqrt{(1 + \tau_2)^2 - 1} \). Letting \( r \to \infty \) in the previous inequality shows that \( N_2(\tau) \) is non-increasing. To complete the proof of (2) it remains to show that \( N_2(0) \leq N_0^{in} \). To this purpose we integrate (1.5) in the interior of

\[
\mathcal{R}_2(r) = \{(t,x) : 0 \leq t \leq \sqrt{1 + |x|^2}, x \in B_{r-t}\}, \quad r > 1,
\]

and apply again the divergence theorem to obtain the identity

\[
n_2(0, \frac{r^2 - 1}{2r}) = n_1(0, r) - \int_0^{1 + \frac{r^2}{2r}} \int_{S_{r-t}} [\rho + j \cdot k](t,x) dS_{r-t} dt.
\]

Since the integral in the right hand side is positive, we obtain the inequality

\[
n_2(0, \frac{r^2 - 1}{2r}) \leq n_1(0, r),
\]

whence, in the limit \( r \to \infty \), \( N_2(0) \leq N_1(0) = N_0^{in} \). To prove (3) we use the identity

\[
n_2(\tau, r) = n_1(\tau, r) - \int_{\tau + \sqrt{1 + r^2}}^{\tau + 2\sqrt{1 + r^2}} \int_{S_r} [j_{\eta} \cdot k](\tau', x) dS_r d\tau'.
\]  
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which follows integrating (1.5) in the interior of the space-time region
\[ \mathcal{R}_3(\tau, r) = \{(t, x) : \tau \leq t \leq \tau + \sqrt{1 + |x|^2}, x \in B_r\}. \]

Let \( D = \sup \{ \mathcal{P}_\tau(\tau), \tau \in [0, \infty) \} \) and \( x \in \mathbb{R}^3 : f_{\tau}(\tau, x, p) \neq 0 \) for some \( p \in \mathbb{R}^3 \). The assumption \( D < \infty \) implies
\[ \sqrt{1 + |p|^2} \geq D \frac{\sqrt{1 + D^2}}{D} |p| \geq \frac{\sqrt{1 + D^2}}{D} (p \cdot \hat{x}) \]
in the support of \( f_{\tau} \) and so, as in the proof of Lemma 2.2,
\[ \sqrt{1 + |x|^2} \leq \sqrt{1 + |X(0)|^2} + \int_{\mathcal{I}^+} \frac{P(\tau') \cdot \hat{X}(\tau')}{\sqrt{1 + |P(\tau')|^2 + P(\tau') \cdot X(\tau')}} d\tau' \]
\[ \leq R_0 + \frac{D}{D + \sqrt{1 + D^2}} \tau, \]
for all \((x, p) \in \text{supp} f_{\tau}(\tau)\), where \( \mathcal{I}^+ = \{ \tau' \in [0, \tau] : (P \cdot \hat{X})(\tau') > 0 \} \). This implies that
\[ f_{\tau}(\tau, x, p) = 0, \text{ for } \sqrt{1 + |x|^2} \geq R_0 + \frac{1}{2} \tau, \quad a = \frac{D}{D + \sqrt{1 + D^2}} \in \left[ 0, \frac{1}{2} \right). \]

Whence
\[ \int_{\mathcal{I}^+} \int_{B_r} [f_{\tau} \cdot k](\tau', x) dS_r d\tau' = 0 \text{ for } r > \left[ \frac{R_0 + a \tau}{1 - 2a} \right]^{1/2}. \]

Thus (3) follows letting \( r \to \infty \) in (2.17). □

If \( N_2(\tau_2) < N_2(\tau_1) \), for \( 0 \leq \tau_1 < \tau_2 \), the difference \( N_2(\tau_1) - N_2(\tau_2) \) defines the mass (or number) of particles lost at future null infinity in the interval \([\tau_1, \tau_2]\).
This outgoing mass is measured by observers at future null infinity. Under the assumption in (3) of Proposition 2.2, no particles reach future null infinity and therefore the outgoing mass is zero. We remark that a uniform bound on \( \mathcal{P}_\tau(\tau) \) seems to hold only under severe assumptions, such as spherical symmetry (see Section 2.6), or small data, see [4, 16, 19].

**Remark 2.1** The conclusions of Proposition 2.2 are valid even if the solution does not satisfy the NIRC.

### 2.4 Evolution of the energy functions

Now we define the energy of a solution of the Vlasov-Maxwell system on the hypersurface \( \Sigma_\delta(\tau) \) as
\[ M_3(\tau) = \lim_{r \to \infty} m_3(\tau, r), \quad m_3(\tau, r) = \int_{B_r} [e + (1 - \delta) p \cdot \hat{x}] \Sigma_\delta(\tau) dx, \]
and we set \( M_0^a = M_0(0) \). The next goal is to study the evolution of these energy functions. We proceed along the same lines as for the evolution of the mass functions.
Proposition 2.3 Let \((f, E_\gamma, B_\gamma) \in \mathcal{C}_\infty\) be an isolated solution of (1.7)-(1.12) (or, equivalently, let the solution satisfy the NIRC in the future and the initial conditions (2.5)) and assume \(M_0^{in} < \infty\). Then the following holds:

(1) \(M_1(\tau) = M_0(\tau) = M_0^{in}\), for all \(\tau \geq 0\);

(2) \(M_2(\tau_2) \leq M_2(\tau_1) \leq M_0^{in}\), for all \(0 \leq \tau_1 \leq \tau_2\).

Proof: By (1.6) we have

\[ \partial_r m_0 = - \int_{S_r} [p \cdot k] (\tau, x) dS_r. \]

Integrating in the interval \([0, \tau]\) we obtain

\[ m_0(\tau, r) = m_0(0, r) - \int_0^\tau \int_{S_r} [p \cdot k] (\tau', x) dS_r d\tau'. \tag{2.18} \]

In the limit \(r \to \infty\), the integral in the right hand side converges to zero by the support property of \(f\) and the NIRC. This shows that \(M_0(\tau)\) is constant. Now, again by (1.6),

\[ (\partial_\tau \pm \partial_r) m_1 = \int_{S_r} [\pm e - p \cdot k] \Sigma_1(\tau) dS_r. \]

Since the right hand side of the previous equation is positive in the plus case and negative in the minus case, it follows (integrating along characteristics and letting \(r \to \infty\)) that \(M_1(\tau)\) is constant. To complete the proof of (1), it remains to shows that \(M_1(0) = M_0^{in}\). Integrating the energy identity (1.6) in the interior of the space-time region

\[ R_4(r) = \{(t, x) : -\sqrt{1+|x|^2} \leq t \leq 0, x \in B_{r+1}\}, \quad r > 1, \]

and applying the divergence theorem we obtain

\[ m_1(0, r) = m_0\left(0, \frac{r^2 - 1}{2r}\right) + \int_0^{\frac{r^2 - 1}{2r}} \int_{S_{r+t}} [e - p \cdot k] (t, x) dS_{r+t} dt \]

\[ \geq m_0\left(0, \frac{r^2 - 1}{2r}\right). \tag{2.19} \]

On the other hand, integrating (1.6) in the interior of the space-time region

\[ R_5(r_1, r_2) = \{(t, x) : -\sqrt{1+|x|^2} \leq t \leq \min\left(0, r_1 - \sqrt{1+|x|^2}\right), x \in B_{r_2}\}, \]

\[ r_1 > 1, r_2 > \sqrt{r_1^2 - 1}, \]

we obtain

\[ m_1\left(0, \sqrt{r_1^2 - 1}\right) = m_0(0, r_2) - \int_0^{r_1} \int_{S_{r_2}} [p \cdot k] (\tau, x) dS_{r_2} d\tau \]

\[ - \int_{\sqrt{r_2^2 - 1} \leq |x| \leq |r_2|} [e + p \cdot \bar{x}] (r_1, x) dx \]

\[ \leq M_0^{in} - \int_0^{r_1} \int_{S_{r_2}} [p \cdot k] (\tau, x) dS_{r_2} d\tau. \]
As we are considering isolated solutions, the integral in the right hand side of the latter inequality converges to zero in the limit $r_2 \to \infty$, which entails $m_1(0,r) \leq M_0^\in$, for all $r > 0$. Combining with (2.19) we get

$$m_0\left(0, \frac{r^2 - 1}{2r}\right) \leq m_1(0,r) \leq M_0^\in \quad \forall r > 1,$$

whence $M_1(0) = M_0^\in$. The equation

$$\left(\partial_r - \frac{\sqrt{1+r^2}}{r} \partial_r\right) m_2 = -\frac{\sqrt{1+r^2}}{r} \int_{S_r} \left(\left[\epsilon \right]_{\Sigma_2(\tau)} - [\rho]_{\Sigma_2(\tau)}\right) dS_r,$$

(2.20)

shows that $M_2$ is non-increasing. The estimate $M_2(0) \leq M_0^\in$, which concludes the proof of (2), follows by the same argument used in Proposition 2.2 to establish the bound $N_2(0) \leq N_0^\in$, i.e., integrating the energy identity (1.6) in the interior of the space-time region $\mathcal{R}_2(\tau)$. □

If $M_2(\tau_2) < M_2(\tau_1)$, for $0 \leq \tau_1 < \tau_2$, the difference $M_2(\tau_1) - M_2(\tau_2)$ measures the energy dissipated at future null infinity in the interval $[\tau_1, \tau_2]$. This outgoing energy is measured by observers at future null infinity.

**Remark 2.2** One clearly expects that the absence of outgoing energy implies the absence of outgoing mass. To see this, note that (2.16) and (2.20) imply

$$\left(\partial_r - \frac{\sqrt{1+r^2}}{r} \partial_r\right) (m_2 - n_2) = -\frac{\sqrt{1+r^2}}{r} \int_{S_r} \left(\left[\epsilon \right]_{\Sigma_2(\tau)} - [\rho]_{\Sigma_2(\tau)}\right) dS_r \leq 0,$$

which entails $M_2(\tau_2) - M_1(\tau_1) \leq N_2(\tau_2) - N_1(\tau_1) \leq 0$. Hence $M_1(\tau_1) = M_2(\tau_2)$ implies $N_1(\tau_1) = N_2(\tau_2)$.

**Remark 2.3** If the solution is not isolated, then the energy on the backward hyperboloids is non-decreasing. For the function $m_0$ satisfies the equation

$$\left(\partial_r + \frac{\sqrt{1+r^2}}{r} \partial_r\right) m_0 = \frac{\sqrt{1+r^2}}{r} \int_{S_r} \left[\epsilon \right]_{\Sigma_0(\tau)} dS_r \geq 0,$$

whence $M_0(\tau_2) \geq M_0(\tau_1)$, for all $\tau_2 \geq \tau_1$.

### 2.5 A uniqueness theorem

Let us show that the NIRC guarantees uniqueness of solutions to the Maxwell equations with data on a backward hyperboloid.

**Proposition 2.4** Let $\rho_\gamma, j_\gamma \in C^1$ be given such that the continuity equation (2.12) is satisfied. Let $(E^{\text{in}}_\gamma, B^{\text{in}}_\gamma) \in C^1(\mathbb{R}^3)$ be given such that the constraint equations (2.14) are satisfied and $M_0(0) < \infty$, where

$$M_0(\tau) = \frac{1}{2} \int \left(|E_\gamma|^2 + |B_\gamma|^2 + 2(E_\gamma \times B_\gamma) \cdot \tilde{x}\right) dx.$$

There exists at most one solution $(E_\gamma, B_\gamma) \in C^1$ of the Maxwell system (1.8)–(1.11) satisfying (2.3) and $(E_\gamma, B_\gamma)_{t=0} = (E^{\text{in}}_\gamma, B^{\text{in}}_\gamma)$. 


Proof: The difference \((\delta E_\gamma, \delta B_\gamma)\) of two solutions with the same data satisfies (1.8)–(1.11) with \(\rho_\gamma = j_\gamma = 0\) and zero data; by Proposition 2.1, \((\delta E_\gamma, \delta B_\gamma)\) solves the equations

\[
\partial_\tau (\delta E_\gamma - \hat{x} \times \delta B_\gamma) = \nabla \times \delta B_\gamma, \quad \partial_\tau (\delta B_\gamma + \hat{x} \times \delta E_\gamma) = -\nabla \times \delta E_\gamma, \quad (2.21)
\]

\[
\nabla \cdot \delta E_\gamma = -\hat{x} \cdot \nabla \times \delta B_\gamma, \quad \nabla \cdot \delta B_\gamma = \hat{x} \cdot \nabla \times \delta E_\gamma. \quad (2.22)
\]

On the other hand, the energy of \((\delta E_\gamma, \delta B_\gamma)\) on the backward hyperboloids is zero; this implies

\[
0 \leq |\delta E_\gamma|^2 + |\delta B_\gamma| \leq 1 + 2 \left( |\delta E_\gamma| + |\delta B_\gamma| \right).\]

whence \(\delta E_\gamma - \hat{x} \times \delta B_\gamma = 0, \delta B_\gamma + \hat{x} \times \delta E_\gamma = 0\), which together with (2.21)-(2.22) yields \(\delta E_\gamma = \delta B_\gamma = 0\). \(\square\)

2.6 Spherically symmetric solutions

In spherical symmetry we have \(\nabla \times E_\gamma = \nabla \times B_\gamma = 0\) and so, by the second equation in (2.13), \(\nabla \cdot B_\gamma = 0\). Under the additional boundary condition \(\lim_{|x| \to \infty} B_\gamma = 0\), this implies that the magnetic field vanishes identically. Thus all spherically symmetric solutions satisfy the NIRC and so, choosing \(f_0^m\) of compact support, they are all isolated. Moreover, by the first equation in (2.13),

\[
E_\gamma(\tau, x) = \frac{k}{r^2} \int_0^r (\rho_\gamma + j_\gamma \cdot \hat{x})(\tau, r') r'^2 dr' = \frac{1}{4\pi} \int \frac{|x - y|^2}{|x - y|^3} (\rho_\gamma + j_\gamma \cdot \hat{x})(\tau, y) dy, \quad (2.1)
\]

the second equality being valid in spherical symmetry. By abuse of notation we use the same symbol to denote a spherically symmetric function in spherical and Cartesian coordinates. The Vlasov equation reduces to

\[
\partial_\tau f_\gamma + \frac{p}{p_0} \cdot \nabla_x f_\gamma + \frac{\sqrt{1 + |p|^2}}{p_0} E_\gamma \cdot \nabla_p f_\gamma = 0. \quad (2.2)
\]

Note also the conservation of angular momentum; along characteristics,

\[
\frac{d}{ds} |x \times p|^2 = 0.
\]

In the spherically symmetric case we have the following global existence theorem.
**Theorem 2.1** Let \( 0 \leq f^\in \in C^1_c(\mathbb{R}^3 \times \mathbb{R}^3) \) be spherically symmetric; there exists a unique (spherically symmetric) \( f \in C^1([0, \infty) \times \mathbb{R}^3 \times \mathbb{R}^3) \) solution of (2.1)-(2.2) such that \( f_\tau(0, x, p) = f^\in(x, p) \). Moreover, there exists a constant \( D > 0 \), depending only on bounds on the initial datum, such that
\[
\mathcal{P}_\tau(\tau) \leq D. 
\] (2.3)

The proof of Theorem 2.1 is a straightforward adaptation of the argument given in [11, Theorem II]. Since the details of this adaptation have already been given in [6], they will not be repeated here. Note however that in [6] an extra condition on the initial datum is assumed, namely that there are no particles with arbitrarily small angular momentum at time zero. By the conservation of angular momentum, this condition is preserved in time, and since the maximal momentum of the particles is uniformly bounded, the conclusion follows that the particle density vanishes in a neighbourhood of the axis \( r = 0 \). This property was necessary in the analysis of [6] because, as we mentioned in the Introduction, the particle density is singular on the vertex of the backward light cones. In the case considered here, however, this problem does not arise, and no further condition is needed on the initial datum.

**Corollary 2.2** For the solution of Theorem 2.1,
\[
N_2(\tau) = N_1(\tau) = N_0(\tau) = N^\in,
\]
\[
M_2(\tau) = M_1(\tau) = M_0(\tau) = M^\in.
\]

**Proof:** The equalities \( N_1(\tau) = N_0(\tau) = N^\in \) and \( M_1(\tau) = M_0(\tau) = M^\in \) hold for all isolated solutions, whereas \( N_2(\tau) = N^\in \) follows by (2.3), see (3) of Proposition 2.2. For \( B = 0 \), the function \( m^2 \) satisfies an equation similar to (2.17), namely
\[
m^2(\tau, r) = m^1(\tau, r) - \int_{\tau + \sqrt{1 + r^2}}^{r + 2\sqrt{1 + r^2}} \int_{S_r} p \cdot k f_\tau(\tau', x, p) dp dS_r d\tau'.
\]

As in the proof of (3) of Proposition 2.2, the uniform estimate (2.3) implies that the integral in the right hand side vanishes for \( r \) large enough, whence the identity \( M_2(\tau) = M_1(\tau) \) follows by letting \( r \to \infty \) in the previous equation.

**Remark 2.4** From a physics point of view, it would be desirable that the emission of outgoing energy is a generic property of isolated solutions. We conjecture that spherically symmetric solutions are the only isolated solutions of the Vlasov-Maxwell system for which the energy \( M_2(\tau) \) is constant.

### 3 The one dimensional system

In this section we consider the Vlasov-Maxwell system in one spatial dimension and two dimensions in velocity, which is also known as the “one and one-half dimensional Vlasov-Maxwell system”. We remark that, besides greatly reducing
the mathematical complexity of the problem, one dimensional Vlasov-Maxwell systems have applications in plasma physics—e.g., to model laser-plasma interactions or electron beams—and in numerical simulations, see [10] and the references therein. In Cartesian coordinates, the Vlasov-Maxwell system in one spatial dimension and two dimensions in velocity takes the form

\[ \begin{align*}
\partial_t f + \hat{p}_1 \partial_x f + (E_1 + B \hat{p}_2) \partial_{p_1} f + (E_2 - B \hat{p}_1) \partial_{p_2} f &= 0, \\
\partial_t E_1 &= -j_1, \\
\partial_x E_1 &= \rho - n, \\
\partial_t E_2 + \partial_x B &= -j_2, \\
\partial_t B + \partial_x E_2 &= 0, \\
(\rho, j_1, j_2) &= \int (\hat{p}_1, \hat{p}_2) f \, dp.
\end{align*} \tag{3.1-3.4} \]

see [13]. The particle density in phase-space is the function \( f = f(t, x, p) \), where \((t, x) \in \mathbb{R}^2\) denotes a Cartesian system of coordinates in the two-dimensional Minkowski space, \( p = (p_1, p_2) \in \mathbb{R}^2 \) is the particles momentum and \( \hat{p} = (\hat{p}_1, \hat{p}_2) = (1 + |p|^2)^{-1/2}(p_1, p_2) \) is the relativistic velocity. The electric field is given by \( E = (E_1, E_2) = E(t, x) \), while the magnetic field is the scalar function \( B = B(t, x) \). The function \( n = n(x) \) is a background density that will be chosen in such a way that the component \( E_1 \) of the electric field vanishes at infinity (the latter condition being necessary for the existence of solutions with finite energy). The continuity equation and the energy identity for the system (3.1)–(3.4) take the form

\[ \begin{align*}
\partial_t \rho + \partial_x j_1 &= 0, \\
\partial_t e + \partial_x p &= 0
\end{align*} \]

where

\[ e(t, x) = \frac{1}{2} |E|^2 + \frac{1}{2} B^2 + \int \sqrt{1 + |p|^2} f \, dp. \]

The system (3.1)–(3.3) in terms of new dynamical variables evaluated on the backward hyperboloids \( t + \sqrt{1 + x^2} = \tau \), so that the limit at past null infinity becomes \( x \to \pm \infty \); define

\[ f_{\tau}(\tau, x, p) = f(\tau - \sqrt{1 + x^2}, x, p), \quad (\rho_{\tau}, j_{\tau})(\tau, x) = (\rho, j)(\tau - \sqrt{1 + x^2}, x), \]

\[ U_{\tau}(\tau, x) = E_1(\tau - \sqrt{1 + x^2}, x), \quad (\phi_{\tau}, \psi_{\tau}) = \frac{1}{2} (E_2 + B, E_2 - B)(\tau - \sqrt{1 + x^2}, x). \]

The system (3.1)–(3.3) in terms of these new unknowns reads

\[ \begin{align*}
(1 + \hat{p}_1 \hat{x}) \partial_\tau f_{\tau} + \hat{p}_1 \partial_x f_{\tau} + [U_{\tau} + (\phi_{\tau} - \psi_{\tau}) \hat{p}_2] \partial_{p_1} f_{\tau} \\
+ [\phi_{\tau}(1 - \hat{p}_1) + \psi_{\tau}(1 + \hat{p}_1)] \partial_{p_2} f_{\tau} &= 0, \\
\partial_\tau U_{\tau} &= -j^1_{\tau}, \\
\partial_x U_{\tau} &= \rho_{\tau} + j^1_{\tau} \hat{x} - n, \\
\left( \partial_\tau + \frac{1}{1 + \hat{x}} \partial_x \right) \phi &= -\frac{j^2_{\tau}}{2(1 + \hat{x})}, \\
\left( \partial_\tau - \frac{1}{1 - \hat{x}} \partial_x \right) \psi &= -\frac{j^2_{\tau}}{2(1 - \hat{x})}.
\end{align*} \tag{3.5-3.7} \]
where \( \tilde{x} = (1 + x^2)^{-1/2}x \). The NIRC in the future for the system (3.5)–(3.7) is

\[
\lim_{r \to \infty} \int_{r_1}^{r_2} \left[ (\phi_{\gamma}^2 - \psi_{\gamma}^2)(\tau, r) - (\phi_{\gamma}^2 - \psi_{\gamma}^2)(\tau, \tilde{r}) \right] dx = 0 \quad \forall r_1, r_2 > 0. \tag{3.8}
\]

The main result of this section is a global (in the future) existence and uniqueness theorem of classical solutions to the system (3.5)–(3.7). Moreover a necessary and sufficient condition on the data of the problem is given such that the solutions satisfy (3.8). In order to give a precise formulation of our results, we need first to introduce some preliminaries and notation. Firstly we shall assume throughout that the background density \( n(x) \) is smooth with compact support and is neutralizing, namely

\[
\int_{\mathbb{R}} [(\rho + j^{1/2}_p\tilde{x})(0, x) - n(x)] dx = 0. \tag{3.9}
\]

This is the only possibility which leads to a finite energy solution, see Remark 3.1. Let \((e_{\gamma}, p_{\gamma})(\tau, x) = (\epsilon, p)(\tau - \sqrt{1 + x^2}, x)\); the energy identity takes the form

\[
\partial_r (e_{\gamma} + p_{\gamma}\tilde{x}) = -\partial_x p_{\gamma}. \tag{3.10}
\]

The mass-energy on the backward hyperboloids in one spatial dimension are given by

\[
N_0(\tau) = \lim_{r \to \infty} n_0(\tau, r), \quad n_0(\tau, r) = \int_{-r}^{r} (\rho_{\gamma} + j^{1/2}_p\tilde{x})(\tau, x) dx,
\]

\[
M_0(\tau) = \lim_{r \to \infty} m_0(\tau, r), \quad m_0(\tau, r) = \int_{-r}^{r} (e_{\gamma} + p_{\gamma}\tilde{x})(\tau, x) dx,
\]

and as before we set \( N_0(0) = N^{in}_0 \) and \( M_0(0) = M^{in}_0 \). Note that

\[
M^{in}_0 = \int_{\mathbb{R}} p_0 f^{in}_{\gamma} dx dp + \int \left[ \frac{1}{2} U_{\gamma}^2(0, x) + (\phi_{\gamma}^{in})^2 (1 + \tilde{x}) + (\psi_{\gamma}^{in})^2 (1 - \tilde{x}) \right] dx,
\]

where we denoted

\[
p_0 = \sqrt{1 + |p|^2 + p_1 \tilde{x}}, \quad (f^{in}_{\gamma}, \phi^{in}_{\gamma}, \psi^{in}_{\gamma}) = (f_{\gamma}, \phi_{\gamma}, \psi_{\gamma})|_{\tau = 0}.
\]

For \( T > 0 \), let \( C_T \) denote the set of quadruples \((f_{\gamma}, U_{\gamma}, \phi_{\gamma}, \psi_{\gamma})\) of functions

\[
f_{\gamma} : [0, T) \times \mathbb{R} \to \mathbb{R}, \quad U_{\gamma}, \phi_{\gamma}, \psi_{\gamma} : [0, T) \times \mathbb{R} \to \mathbb{R},
\]

with regularity \( f_{\gamma}, U_{\gamma}, \phi_{\gamma}, \psi_{\gamma} \in C^1 \) and such that

\[
P_T(\tau) = \sup \{ \sqrt{1 + |p|^2} : f(s, x, p) \neq 0, s \in [0, \tau], x \in \mathbb{R} \} < \infty, \quad \forall \tau \in [0, T). \tag{3.11}
\]

The solutions of (3.5)–(3.7) that we construct belong to the class \( C_\infty \). This set of solutions is the analogue of what we used in the three dimensional case. In particular, for solutions in the class \( C_\infty \) the results of Section 2 hold with the obvious modifications in the one dimensional case. In order to obtain a unique solution in \( C_\infty \), an initial data set has to be prescribed. We assume
(I) $f^{\text{in}}_\gamma : \mathbb{R} \times \mathbb{R}^2 \to [0, \infty)$ such that $f^{\text{in}}_\gamma \in C^1_c$;

(II) $\phi^{\text{in}}_\gamma, \psi^{\text{in}}_\gamma : \mathbb{R} \to \mathbb{R}$ such that $\phi^{\text{in}}_\gamma, \psi^{\text{in}}_\gamma \in C^1_b$;

(III) $\lim_{x \to +\infty} \phi^{\text{in}}_\gamma = \lim_{x \to -\infty} \psi^{\text{in}}_\gamma = 0$;

(IV) The limits

$$\lim_{x \to -\infty} \phi^{\text{in}}_\gamma(x), \quad \lim_{x \to +\infty} \psi^{\text{in}}_\gamma(x), \quad \lim_{x \to -\infty} \frac{\phi^{\text{in}}_\gamma'(x)}{1 + \frac{x}{\bar{\gamma}}}, \quad \lim_{x \to +\infty} \frac{\psi^{\text{in}}_\gamma'(x)}{1 - \frac{x}{\bar{\gamma}}}$$

exist and are bounded.

Remark 3.1 Once the limits in (III) are required to exist, their vanishing is necessary for the initial data to satisfy $M^{\text{in}}_0 < \infty$. For the same reason we must have $\lim_{x \to \pm \infty} U(0, x) = 0$ and so, by the second equation in (3.6),

$$U(0, x) = \int_{-\infty}^{x} \left[ (\rho_\gamma + j^{\text{in}}_\gamma(x)) (0, x') - n(x') \right] \, dx',$$

whence (3.9) is necessary for having $\lim_{x \to +\infty} U(0, x) = 0$. Note also that $U(0, x)$ is compactly supported.

Besides initial conditions, uniqueness of solutions also requires data at past null infinity, which we take as

(V) $\phi^-_\gamma, \psi^+_\gamma : [0, \infty) \to \mathbb{R}$ such that $\phi^-_\gamma, \psi^+_\gamma \in C^1_b \cap L^2$.

Definition 3.1 A data set $\{f^{\text{in}}_\gamma, \phi^{\text{in}}_\gamma, \psi^{\text{in}}_\gamma, \phi^-_\gamma, \psi^+_\gamma\}$ is said to be admissible if it satisfies (I)–(V) and the conditions

(VI) $\lim_{x \to -\infty} \phi^{\text{in}}_\gamma(x) = \phi^-_\gamma(0), \quad \lim_{x \to +\infty} \psi^{\text{in}}_\gamma(x) = \psi^+_\gamma(0),$

(VII) $\lim_{x \to -\infty} \frac{\phi^{\text{in}}_\gamma'(x)}{1 + \frac{x}{\bar{\gamma}}} = -\phi^-_\gamma'(0), \quad \lim_{x \to +\infty} \frac{\psi^{\text{in}}_\gamma'(x)}{1 - \frac{x}{\bar{\gamma}}} = \psi^+_\gamma'(0)$.

Our main result is the following theorem.

Theorem 3.1 Let an admissible data set $\{f^{\text{in}}_\gamma, \phi^{\text{in}}_\gamma, \psi^{\text{in}}_\gamma, \phi^-_\gamma, \psi^+_\gamma\}$ be given such that $M^{\text{in}}_0 < \infty$. Then there exists a unique $(f_\gamma, U_\gamma, \phi_\gamma, \psi_\gamma) \in C^\infty$ global solution of (3.5)–(3.7) such that

(i) $f_{\gamma}(0, x, p) = f^{\text{in}}_\gamma(x, p), \quad (\phi_\gamma, \psi_\gamma)(0, x) = (\phi^{\text{in}}_\gamma, \psi^{\text{in}}_\gamma)(x), \quad \forall x \in \mathbb{R}, p \in \mathbb{R}^2$;

(ii) $\lim_{x \to -\infty} \phi_\gamma(\tau, x) = \phi^-_\gamma(\tau), \quad \lim_{x \to +\infty} \psi_\gamma(\tau, x) = \psi^+_\gamma(\tau), \quad \forall \tau \geq 0$.

The solution of Theorem 3.1 is not always isolated. This depends on the choice of the data, according to the following theorem.
Theorem 3.2  For the solution of Theorem 3.1 we have
\[
M_0(\tau) = M_0^{in} + \int_0^\tau \left[ (\phi^-) + (\psi^+) \right] (\tau') d\tau'.
\]
Moreover the solution satisfies (3.8), and thus it is isolated, if and only if \(\phi^- = \psi^+ = 0\), for all \(\tau \geq 0\).

We split the proof of the above results in five steps. In Section 3.1 we derive an integral representation formula for the fields by integrating along the characteristics of the operators \(\partial_\tau \pm (1 \pm \hat{x})^{-1} \partial_x\) in the \((\tau,x)\)-plane. The proof of Theorem 3.2 relies only upon this formula and is presented in Section 3.2. In Section 3.3 we estimate local solutions in \(L^\infty\). Unlike the case of the Cauchy problem considered in [13], in the present situation we have to consider separately four different regions of the plane. In each of these regions, a uniform bound on the fields is obtained by integrating the energy identity over suitable subsets of the \((\tau,x)\)-plane. In Section 3.4 we formulate a local existence and uniqueness theorem together with a continuation criterium which states that a local solution can blow-up in finite time only if the momentum support of the particle density becomes unbounded. The proof of this result can be obtained by standard methods and is therefore omitted. In Section 3.5 the momentum support of the particle density is estimated, thereby completing the proof of Theorem 3.1.

3.1  A representation formula for solutions in the class \(C^\infty\)

Recall that \(p_0 = \sqrt{1 + |p|^2} + p_1 \hat{x}\). Since \(p_0 > 0\) in the support of \(f_\gamma\) under the assumption (3.11), the Vlasov equation for solutions in the class \(C^\infty\) can be rewritten as
\[
\begin{align*}
\partial_\tau f_\gamma + \frac{p_1}{p_0} \partial_x f_\gamma + \frac{1}{p_0} \left[ \sqrt{1 + |p|^2} U_\gamma + (\phi_\gamma - \psi_\gamma) p_2 \right] \partial p_1 f \\
+ \frac{1}{p_0} \left[ \phi_\gamma \left( \sqrt{1 + |p|^2} - p_1 \right) + \psi_\gamma \left( \sqrt{1 + |p|^2} + p_1 \right) \right] \partial p_2 f = 0.
\end{align*}
\]

The solution of (3.13) with initial datum \(f_\gamma^{in}\) is given by \(f_\gamma^{in}(X(0), P(0))\), where \((X(s), P(s))\) is the solution of the characteristic system
\[
\begin{align*}
\dot{x} = p_1, & \quad \dot{p}_1 = \frac{1}{p_0} \left[ \sqrt{1 + |p|^2} U_\gamma + (\phi_\gamma - \psi_\gamma) p_2 \right], \\
\dot{p}_2 = \frac{1}{p_0} \left[ \dot{x} \left( \sqrt{1 + |p|^2} - p_1 \right) + \dot{p}_1 \left( \sqrt{1 + |p|^2} + p_1 \right) \right]
\end{align*}
\]
subject to the condition \((X(t), P(t)) = (x, p)\). It follows by Lemma 2.2 that the subset of the \((\tau,x)\)-plane defined by
\[
V = \{ (\tau, x) : \tau \geq 0, \sqrt{1 + x^2} \geq R_0 + \frac{1}{2} \tau \},
\]
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is a vacuum region, i.e., \( f_\tau = 0 \), for \((\tau, x, p) \in V \times \mathbb{R}^2\).

Next we derive an integral representation formula for solutions of (3.7) having regularity, initial data and decay as stated in Theorem 3.1. To this purpose it is convenient to introduce the auxiliary functions

\[
g_+(z) = \frac{z^2 - 1}{2z}, \quad g_-(z) = -g_+(z), \quad z > 0.
\]

Note that

\[
g_\pm(z) = \pm \frac{1 + z^2}{2z^2} = \pm \frac{1}{1 \pm g_\pm(z)}, \quad z > 0.
\]

Whence \( g_\pm \) are invertible functions and we have

\[
g_\pm^{-1}(z) = \sqrt{1 + z^2 \pm z}, \quad z \in \mathbb{R}.
\]

Consider the following subsets of the half-plane \( \tau \geq 0 \):

\[
\Omega_1 = \{ (\tau, x) : 0 \leq \tau < \min \{ g_-(x), g_+(x) \} \}, \quad \Omega_2 = \{ (\tau, x) : g_-(x) \leq \tau < g_+(x) \},
\]

\[
\Omega_3 = \{ (\tau, x) : \tau \geq \max \{ g_-(x), g_+(x) \} \}, \quad \Omega_4 = \{ (\tau, x) : g_+(x) \leq \tau < g_-(x) \}.
\]

**Proposition 3.1** Let \( j_\tau^2 \in C^1 \) be given such that \( j_\tau^2 = 0 \), for \((\tau, x) \in V\) and let \( \phi_{\tau}^n, \psi_{\tau}^n, \phi_{\tau}, \psi_{\tau} \) satisfying (II)–(VII) be given. There exists a unique \( C^1 \) solution \((\phi_{\tau}, \psi_{\tau})\) of (3.7) satisfying

(A) \( (\phi_{\tau}, \psi_{\tau})|_{t=0} = (\phi_{\tau}^n, \psi_{\tau}^n) \),

(B) \( \lim_{x \to -\infty} \phi_{\tau}(\tau, x) = \phi_{\tau}^n(\tau), \lim_{x \to +\infty} \psi_{\tau}(\tau, x) = \psi_{\tau}^n(\tau) \), for all \( \tau \geq 0 \).

Moreover the following holds:

(i) \( \phi_{\tau}(\tau, x) \) is given by

\[
\phi_{\tau}(\tau, x) = (\phi_{\tau}^n \circ g_+) (g_+(x) - \tau) - \frac{1}{2} \int_{g_+(x) - \tau}^{x} j_\tau^2 (g_+(y) - g_+(x) + \tau, y) \, dy, \quad (3.16)
\]

for \((\tau, x) \in \Omega_1 \cup \Omega_2\) and by

\[
\phi_{\tau}(\tau, x) = \phi_{\tau}^n \left( \tau - g_+(x) \right) - \frac{1}{2} \int_{-\infty}^{x} j_\tau^2 (g_+(y) - g_+(x) + \tau, y) \, dy, \quad (3.17)
\]

for \((\tau, x) \in \Omega_3 \cup \Omega_4\).

(ii) \( \psi_{\tau}(\tau, x) \) is given by

\[
\psi_{\tau}(\tau, x) = (\psi_{\tau}^n \circ g_-) (g_-(x) - \tau) - \frac{1}{2} \int_{x}^{g_-(x) - \tau} j_\tau^2 (g_-(y) - g_-(x) + \tau, y) \, dy, \quad (3.18)
\]
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for \((\tau,x) \in \Omega_1 \cup \Omega_4\) and by

\[
\psi_\gamma(\tau,x) = \psi_\gamma^\tau (\tau - g_+^{-1}(x)) \quad -\frac{1}{2} \int_x^\infty j_\gamma^2 (g_+^{-1}(y) - g_+^{-1}(x) + \tau, y) \, dy,
\]

for \(\Omega_2 \cup \Omega_3\).

(iii) In the vacuum region \(\mathcal{V}\) we have

\[
\begin{aligned}
\phi_\gamma(\tau,x) &= \begin{cases}
(\phi^{\text{in}}_\gamma \circ g_+) \left( g_+^{-1}(x) - \tau \right), & \text{for } (\tau,x) \in (\Omega_1 \cup \Omega_4) \cap \mathcal{V}, \\
\phi_\gamma^\tau (\tau - g_+^{-1}(x)), & \text{for } (\tau,x) \in (\Omega_3 \cup \Omega_4) \cap \mathcal{V},
\end{cases} \\
\psi_\gamma(\tau,x) &= \begin{cases}
(\psi^{\text{in}}_\gamma \circ g_+) \left( g_+^{-1}(x) - \tau \right), & \text{for } (\tau,x) \in (\Omega_1 \cup \Omega_4) \cap \mathcal{V}, \\
\psi_\gamma^\tau (\tau - g_+^{-1}(x)), & \text{for } (\tau,x) \in (\Omega_2 \cup \Omega_3) \cap \mathcal{V},
\end{cases}
\end{aligned}
\]

(iv) The following limits

\[
\lim_{x \to +\infty} \phi_\gamma(\tau,x) = 0, \quad \lim_{x \to -\infty} \psi_\gamma(\tau,x) = 0,
\]

\[
\lim_{x \to +\infty} \phi_\gamma(\tau,x) = \phi_\gamma^\tau (\tau), \quad \lim_{x \to -\infty} \psi_\gamma(\tau,x) = \psi_\gamma^\tau (\tau),
\]

are attained uniformly in compact subsets of \(\tau \geq 0\).

**Proof:** We give the details of the proof for \(\phi_\gamma\) only, the argument for \(\psi_\gamma\) being the same. Let us show first that the function \(\phi_\gamma\) defined by (3.16)-(3.17) is \(C^1\). Owing to \(j_\gamma^2(\tau,x) = 0\), for \(\sqrt{1+x^2} \geq R_0 + \frac{1}{2} \tau\), it is easy to see that the integrals in the right hand sides of (3.16)-(3.17) are extended over compact sets and so \(\phi_\gamma\) is \(C^1\) in the interior of each of the two regions \(\Omega_1 \cup \Omega_2\) and \(\Omega_3 \cup \Omega_4\). The border between these regions is the curve \(\tau = g_+^{-1}(x)\) and we have

\[
\lim_{\tau \to g_+^{-1}(x)^-} \phi_\gamma(\tau,x) = \lim_{x \to -\infty} \phi_\gamma^\text{in}(x) - \frac{1}{2} \int_x^\infty j_\gamma^2(g_+^{-1}(y),y) \, dy,
\]

\[
\lim_{\tau \to g_+^{-1}(x)^+} \phi_\gamma(\tau,x) = \phi_\gamma^\tau (0) - \frac{1}{2} \int_x^\infty j_\gamma^2(g_+^{-1}(y),y) \, dy.
\]

Hence the continuity of \(\phi_\gamma\) follows by (VI). We emphasize that the integral in the right hand side of the last two equations is finite, as \(j_\gamma^2(g_+^{-1}(y),y) = 0\), for \(y \leq g_-(2R_0)\). Taking a \(\tau\)-derivative in (3.16) and (3.17) we obtain

\[
\partial_\tau \phi_\gamma = -\left( \frac{\phi^{\text{in}}_\gamma' \circ g_+}{1 + g_+} \right) (g_+^{-1}(x) - \tau) - \frac{1}{2} g_+^\prime (g_+^{-1}(x) - \tau) j_\gamma^2 (0, g_+ (g_+^{-1}(x) - \tau)) - \frac{1}{2} \int_{g_+ (g_+^{-1}(x) - \tau)}^x \partial_\tau j_\gamma^2 (g_+^{-1}(y) - g_+^{-1}(x) + \tau, y) \, dy,
\]

\[
\partial_\tau \psi_\gamma = -\left( \frac{\psi^{\text{in}}_\gamma' \circ g_+}{1 + g_+} \right) (g_+^{-1}(x) - \tau) - \frac{1}{2} g_+^\prime (g_+^{-1}(x) - \tau) j_\gamma^2 (0, g_+ (g_+^{-1}(x) - \tau)) - \frac{1}{2} \int_{g_+ (g_+^{-1}(x) - \tau)}^x \partial_\tau j_\gamma^2 (g_+^{-1}(y) - g_+^{-1}(x) + \tau, y) \, dy.
\]
for \((\tau, x) \in \Omega_1 \cup \Omega_2\) and
\[
\partial_\tau \phi_\tau = \phi_\tau ' (\tau - g_+^{-1} (x)) - \frac{1}{2} \int_{-\infty}^x \partial_\tau j_\tau^2 (g_+^{-1} (y) - g_+^{-1} (x) + \tau, y) \, dy,
\]
for \((\tau, x) \in \Omega_3 \cup \Omega_4\). Using again the support property of \(j_\tau^2\) and (VII), we find that \(\lim_{\tau \to g_+^{-1} (x)} \partial_\tau \phi_\tau = \lim_{\tau \to g_+^{-1} (x)+} \partial_\tau \phi_\tau\). In the same way one can show that \(\partial_\tau \phi_\tau\) is continuous. A straightforward computation reveals that \(\phi_\tau\) solves the first equation in (3.7) with the initial-decay conditions \(\phi_\tau (0, x) = \phi_\tau^{in} (x)\), \(\lim_{\tau \to -\infty} \phi_\tau (\tau, x) = \phi_\tau (x)\). Let us show now that any solution to the latter problem has the form (3.16)-(3.17), thereby proving the uniqueness part of the theorem. Let \(\phi_\tau\) be a \(C^1\) solution of the first equation in (3.7) with the initial-decay conditions \(\phi_\tau (0, x) = \phi_\tau^{in} (x)\), \(\lim_{\tau \to -\infty} \phi_\tau (\tau, x) = \phi_\tau (x)\). It follows that the function \(h(\tau, z) = \phi_\tau (\tau, g_+ (z))\), \(z > 0\), satisfies the problem
\[
(\partial_\tau + \partial_z) h = - \frac{g_+''}{2} \mu, \quad h(0, z) = (\phi_\tau^{in} \circ g_+) (z), \quad \lim_{\tau \to 0^+} h(\tau, z) = \phi_\tau (\tau), \quad (3.20)
\]
where \(\mu (\tau, z) = j_\tau^2 (\tau, g_+ (z))\). Integrating along characteristics one finds that the solution of (3.20) is
\[
h(\tau, z) = (\phi_\tau^{in} \circ g_+) (z - \tau) - \frac{1}{2} \int_0^\tau (\mu(s, \cdot) g_+') (z + s - \tau) \, ds,
\]
for \(\tau < z\) and
\[
h(\tau, z) = \phi_\tau (\tau - z) - \frac{1}{2} \int_{\tau - z}^\tau (\mu(s, \cdot) g_+') (z + s - \tau) \, ds,
\]
for \(\tau \geq z\). As \(\mu (\tau, z) = j_\tau^2 (\tau, g_+ (z))\) and by a change of variable in the integrals we obtain
\[
h(\tau, z) = (\phi_\tau^{in} \circ g_+) (z - \tau) - \frac{1}{2} \int_{g_+ (\tau - z)}^{g_+ (z)} j_\tau^2 (g_+^{-1} (y) + \tau - z, y) \, dy,
\]
for \(\tau < z\) and
\[
h(\tau, z) = \phi_\tau (\tau - z) - \frac{1}{2} \int_{-\infty}^{g_+ (\tau)} j_\tau^2 (g_+^{-1} (y) + \tau - z, y) \, dy,
\]
for \(\tau \geq z\). Since \(\phi_\tau (\tau, x) = h(\tau, g_+^{-1} (x))\), this completes the proof of the representation formula for \(\phi_\tau\). Next we prove (iii). Since \(j_\tau^2 (\tau, x) = 0\), for \(\sqrt{1+x^2} \geq R_0 + \frac{1}{2} \tau\), we have
\[
j_\tau^2 (g_+^{-1} (y) - g_+^{-1} (x) + \tau, y) = 0 \quad (3.21)
\]
for \(\frac{1}{2} g_+^{-1} (y) \geq R_0 + \frac{1}{2} \tau - \frac{1}{2} g_+^{-1} (x)\). Hence for \(y \leq x\), (3.21) is satisfied if
\[
\frac{1}{2} g_+^{-1} (x) \geq R_0 + \frac{1}{2} \tau - \frac{1}{2} g_+^{-1} (x),
\]
for \(y \leq x\), (3.21) is satisfied if
i.e., if \( \sqrt{1+x^2} = \frac{1}{2}(g^{-1}(x) + g^{-1}(-x)) \geq R_0 + \frac{1}{2}r \). Using this in (3.16)-(3.17) concludes the proof of the claim for \( \phi_\gamma \). By (iii) and the condition (III) on the initial data, the proof of (iv) is straightforward.

**Remark 3.2** When \( \phi_\gamma = \psi_\gamma^+ = 0 \), i.e., when—according to Theorem 3.2—the solution is isolated, the formulas (3.17), (3.19) imply that the field in the region \( \Omega_3 \) is given by the retarded solution of the equations.

### 3.2 Proof of Theorem 3.2

In this subsection we prove Theorem 3.2. By (iv) of Proposition 3.1, the left hand side of (3.8) equals

\[
\int_{\tau_1}^{\tau_2} \left[ (\phi_\gamma^-)^2 + (\psi_\gamma^+)^2 \right] d\tau,
\]

which vanishes for all \( \tau_1, \tau_2 \geq 0 \) if and only if \( \phi_\gamma^- \equiv \psi_\gamma^+ \equiv 0 \). The analogue of (2.18) in one spatial dimension is

\[
m_0(\tau, r) = m_0(0, r) + \int_{0}^{\tau}[p_\gamma(\tau', -r) - p_\gamma(\tau', r)] d\tau'.
\]

For \( r \) sufficiently large, the integral in the right hand side equals

\[
\int_{0}^{\tau} [(\phi_\gamma^2 - \psi_\gamma^2)(\tau, r) - (\phi_\gamma^2 - \psi_\gamma^2)(\tau, r)] dx.
\]

Letting \( r \to +\infty \) and using again (iv) of Proposition 3.1 concludes the proof of (3.12).

### 3.3 Bounds on the fields

In this subsection we prove that the fields are uniformly bounded. Let \((f_\gamma, U_\gamma, \phi_\gamma, \psi_\gamma) \in C_T\) be a local solution of (3.5)-(3.7) which match the initial-decay data. Then

\[
|U_\gamma(\tau, x)| = \left| \int_{-\infty}^{x} (\rho_\gamma + j_{\gamma}^1 \hat{x})(\tau, x') dx' - \int_{-\infty}^{x} n(x') dx' \right| \leq N_0(\tau) + \|n\|_{L^1} = N_0^{\text{in}} + C \leq C \quad \forall \tau \in [0, T),
\]

whence \( \|U_\gamma(\tau)\|_{\infty} \leq C \), for all \( \tau \in [0, T) \). Here and in the following we denote by \( C \) a generic positive constant which may change from line to line. The estimation of the fields \( \phi_\gamma, \psi_\gamma \) is not so simple.

**Lemma 3.1**

\[
(e_\gamma \pm p_\gamma)(\tau, x) \geq |j_\gamma^2|(\tau, x), \quad \forall (\tau, x) \in [0, \infty) \times \mathbb{R}.
\]
Proof: From one hand
\[ |j^2_\eta| \leq \int \frac{|p_2|}{\sqrt{1+|p|^2}} f_\eta dp; \]
on the other hand
\[ e_\eta \pm p_\eta = \int \left( \sqrt{1+|p|^2} \pm \frac{1}{2} \phi_\eta^2 + \psi_\eta^2 \pm \phi_\eta^2 + \psi_\eta^2 \right) f_\eta dp. \]

The lower bound
\[ \sqrt{1+|p|^2} \pm \frac{1}{2} = 1 + \frac{1+|p|^2 - p_1^2}{2\sqrt{1+|p|^2}} \geq \frac{|p_2|}{\sqrt{1+|p|^2}}, \]
yields the result. 

Proposition 3.2 Let \((f_\eta, U_\eta, \phi_\eta, \psi_\eta) \in C_T\) be a local solution of (3.5)–(3.7) with admissible initial-decay data such that \(M_0^n < \infty\). Then
\[ \|\phi_\eta(\tau)\|_\infty + \|\psi_\eta(\tau)\|_\infty \leq C, \quad \forall \tau \in [0, T). \]

Proof: By Lemma 3.1 and (3.16)–(3.19) we have
\[ |\phi_\eta(\tau, x)| \leq C + \frac{1}{2} \int_{g_+(g_+^{-1}(x) - \tau)}^x (e_\eta - p_\eta) \left( g_+^{-1}(y) - g_+^{-1}(x) + \tau, y \right) dy, \quad (3.22) \]
for \((\tau, x) \in \Omega_1 \cup \Omega_2\) and
\[ |\phi_\eta(\tau, x)| \leq C + \frac{1}{2} \int_{-\infty}^x (e_\eta - p_\eta) \left( g_+^{-1}(y) - g_+^{-1}(x) + \tau, y \right) dy, \quad (3.23) \]
for \((\tau, x) \in \Omega_3 \cup \Omega_4\). At the same fashion,
\[ |\psi_\eta(\tau, x)| \leq C + \frac{1}{2} \int_{x}^{g_-(g_-(x) - \tau)} (e_\eta + p_\eta) \left( g_-(y) - g_-^{-1}(x) + \tau, y \right) dy, \quad (3.24) \]
for \((\tau, x) \in \Omega_1 \cup \Omega_4\) and
\[ |\psi_\eta(\tau, x)| \leq C + \frac{1}{2} \int_{x}^{+\infty} (e_\eta + p_\eta) \left( g_-(y) - g_-^{-1}(x) + \tau, y \right) dy, \quad (3.25) \]
for \((\tau, x) \in \Omega_2 \cup \Omega_3\). Thus it is enough to estimate the integrals in the right hand sides of (3.22)–(3.25). For \((\tau_0, x_0) \in \Omega_1\), we integrate the energy identity (3.10) in the interior of the past light cone with vertex on \((\tau_0, x_0)\), namely the region of the \((\tau, x)\)-plane so defined:
\[ \Delta(\tau_0, x_0) = \{ (\tau, x) : 0 \leq \tau \leq \min \left( g_+^{-1}(x) + \tau_0 - g_+^{-1}(x_0), g_-^{-1}(x) + \tau_0 - g_-^{-1}(x_0) \right) \}. \]
So doing we obtain
\begin{align*}
\int_{x_0}^{x_\tau} (g^{-1}(x) - g^{-1}(x_0) + \tau_0, x) \, dx \\
+ \int_{x_0}^{g_+^{-1}(x_0)} (e_\Omega - p_\Omega) (g^{-1}(x) - g^{-1}(x_0) + \tau_0, x) \, dx \\
= \int_{g_+^{-1}(x_0)}^{g_+^{-1}(x)} (e_\Omega + p_\Omega)(0, x) \, dx - \int_0^{g_+(R) + \tau_0 - g^{-1}(x_0)} p_\Omega(\tau, R) \, d\tau.
\end{align*}

For \((\tau_0, x_0) \in \Omega_2\), we integrate (3.10) in the interior of the truncated cone
\[
\Delta_{(R)}(\tau_0, x_0) = \Delta(\tau_0, x_0) \cap \{ (\tau, x) : g_+(g_+^{-1}(x_0) - \tau_0) \leq x \leq R \}, \quad R > x_0.
\]

So doing we get
\begin{align*}
\int_{x_0}^{x_\tau} (g^{-1}(x) - g^{-1}(x_0) + \tau_0, x) \, dx \\
+ \int_{x_0}^{R} (e_\Omega + p_\Omega)(g^{-1}(x) - g^{-1}(x_0) + \tau_0, x) \, dx \\
= \int_{g_+^{-1}(x_0)}^{g_+^{-1}(x)} (e_\Omega + p_\Omega)(0, x) \, dx - \int_0^{g_+(R) + \tau_0 - g^{-1}(x_0)} p_\Omega(\tau, R) \, d\tau.
\end{align*}

By (iv) of Proposition 3.1 we have
\[
- \int_0^{g_+(R) + \tau_0 - g^{-1}(x_0)} p_\Omega(\tau, R) \, d\tau \rightarrow \int_0^{\tau_0 - g^{-1}(x_0)} (\psi_\Omega^+) \, d\tau, \quad \text{as } R \rightarrow \infty.
\]

Whence in the limit \(R \rightarrow \infty\), (3.27) entails
\[
\int_{x_0}^{x_\tau} (e_\Omega - p_\Omega)(g_+(g_+^{-1}(x_0) - \tau_0, x) \, dx \\
+ \int_{x_0}^{\infty} (e_\Omega + p_\Omega)(g_+(g_+^{-1}(x) - g^{-1}(x_0) + \tau_0, x) \, dx \\
\leq M_0^0 + \|\psi_\Omega^+\|_{L^2}, \quad \forall (\tau_0, x_0) \in \Omega_2.
\]

A similar argument can be applied in the regions \(\Omega_3\) and \(\Omega_4\). Precisely, for \((\tau_0, x_0) \in \Omega_4\) the energy identity (3.10) is integrated in the truncated cone
\[
\Delta_{(-R, R)}(\tau_0, x_0) = \Delta(\tau_0, x_0) \cap \{ (\tau, x) : x - x_0 \leq R \}, \quad R > 0,
\]
whereas for \((\tau_0, x_0) \in \Omega_4\) we choose
\[
\Delta_{(-R)}(\tau_0, x_0) = \Delta(\tau_0, x_0) \cap \{ (\tau, x) : -R \leq x \leq g_-(g_-(x_0) - \tau_0) \}, \quad R > -x_0.
\]
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So doing and letting \( R \to \infty \) we arrive to the estimates
\[
\int_{-\infty}^{x_0} (\epsilon_\gamma - p_\gamma) (g_\gamma^{-1}(x) - g_\gamma^{-1}(x_0) + \tau_0, x) \, dx \\
+ \int_{x_0}^{+\infty} (\epsilon_\gamma + p_\gamma) (g_\gamma^{-1}(x) - g_\gamma^{-1}(x_0) + \tau_0, x) \, dx \\
\leq M_0^\text{in} + \|\phi\|_{L^2} + \|\psi\|_{L^2}, \quad \forall (\tau_0, x_0) \in \Omega_3, \quad (3.29)
\]
\[
\int_{-\infty}^{x_0} (\epsilon_\gamma - p_\gamma) (g_\gamma^{-1}(x) - g_\gamma^{-1}(x_0) + \tau_0, x) \, dx \\
+ \int_{x_0}^{+\infty} (\epsilon_\gamma + p_\gamma) (g_\gamma^{-1}(x) - g_\gamma^{-1}(x_0) + \tau_0, x) \, dx \\
\leq M_0^\text{in} + \|\phi\|_{L^2}, \quad \forall (\tau_0, x_0) \in \Omega_4. \quad (3.30)
\]
Combining (3.26), (3.28)–(3.30) with (3.22)–(3.25) concludes the proof of the proposition.

3.4 A local existence theorem

The existence of solutions in the class \( C_T \), for some \( T > 0 \), can be proved by standard methods. Moreover, the solution can be continued in a larger time interval as long as the momentum support of the particle density is bounded. Precisely, we have

**Theorem 3.3** Let an admissible data set \( \{f^\text{in}_\gamma, \phi^\text{in}_\gamma, \psi^\text{in}_\gamma, \phi^-_\gamma, \psi^+_\gamma\} \) be given. There exists \( T > 0 \) and a unique \((f^\gamma, U^\gamma, \phi^\gamma, \psi^\gamma) \in C_T \) solution of (3.5)–(3.7) such that the conditions (i)-(ii) in the statement of Theorem 3.1 are attained. Let \( T_{\text{max}} \) be the maximal time of existence; then
\[
P_{\gamma}(T_{\text{max}}) < \infty \Rightarrow T_{\text{max}} = \infty.
\]
Given the representation formulas for the fields established in Section 3.1, the proof of the above theorem proceeds exactly as in the case of the Cauchy problem. The argument is based upon an iteration scheme first introduced in [1]. We refer to [15] for details, see also [17]. As a matter of fact, the proof in one spatial dimension is much easier and is essentially given in [13], although the result is not explicitly stated.

3.5 Bound on the momentum support and proof of Theorem 3.1

Let \((f^\gamma, U^\gamma, \phi^\gamma, \psi^\gamma) \in C_T \) be the local solution which match the initial-decay data. The uniform bounds on the fields proved in Section 3.3 lead to an estimate on the function (3.11). To see this, let
\[
K = \sup_{\tau \in [0, T]} (\|U^\gamma(\tau)\|_{\infty} + \|\phi^\gamma(\tau)\|_{\infty} + \|\psi^\gamma(\tau)\|_{\infty})
\]
and define
\[ Q(\tau) = \sup_{s \in [0, \tau]} \left\{ \sqrt{1 + |p|^2} + K \sqrt{1 + x^2}, (x, p) \in \text{supp} f_\gamma(s) \right\} > \mathcal{P}_\gamma(\tau). \]

Along solutions of (3.14)-(3.15) we have
\[ \frac{d}{ds} \left( \sqrt{1 + |p|^2} + K \sqrt{1 + x^2} \right) = U_\gamma \frac{p_1}{p_0} + (\phi_\gamma + \psi_\gamma) \frac{p_2}{p_0} + K \frac{p_1 \hat{x}}{p_0} \]
\[ \leq K \left( \sqrt{1 + |p|^2} + \frac{p_1 \hat{x}}{p_0} \right) = K. \]

Integrating the previous inequality in the interval \([0, \tau], \tau < T\), we obtain the estimate \( Q(\tau) \leq C(1 + \tau) \), for all \( \tau \in [0, T) \). If the maximal time of existence \( T_{\text{max}} \) were finite, the latter estimate would imply \( \mathcal{P}_\gamma(T_{\text{max}}) \leq C(1 + T_{\text{max}}) < \infty \), which is a contradiction to Theorem 3.3. Thus \( T_{\text{max}} = \infty \) and this concludes the proof of Theorem 3.1.
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