Kidney Segmentation in 3D CT Images Using B-Spline Explicit Active Surfaces
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Abstract—In this manuscript, we propose to adapt the B-Spline Explicit Active Surfaces (BEAS) framework for semi-automatic kidney segmentation in computed tomography (CT) images. To study the best energy functional for kidney CT extraction, three different localized region-based energies were implemented within the BEAS framework, namely localized Chan-Vese, localized Yezzi, and signed localized Yezzi energies. Moreover, a novel gradient-based regularization term is proposed. The method was applied on 18 kidneys from 9 CT datasets, with different image properties. Several energy combinations were contrasted using surface-based comparison against ground truth meshes, assessing their accuracy and robustness against surface initialization. Overall, the hybrid energy functional combining the localized signed Yezzi energy with gradient-based regularization simultaneously showed the highest accuracy and the lowest sensitivity to the initialization. Volumetric analysis demonstrated the feasibility of the method from a clinical point of view, with similar reproducibility to manual observers.

Keywords—B-Spline Explicit Active Surfaces, Computed Tomography, Kidney segmentation, Surface analysis, Volumetric analysis.

I. INTRODUCTION

PERCUTANEOUS renal intervention plays an important role in minimally-invasive kidney interventions (MIKI). MIKI includes percutaneous renal access (PRA) that is a surgical procedure in which a surgical needle is inserted from the abdominal skin surface into a kidney, usually guided by real-time ultrasound (US) imaging, with the aim of providing surgeons with an anatomical target localization [1]. Despite the evolution of medical imaging guidance systems, a precise puncture remains a challenging task for surgeons, often requiring several needle insertion attempts to access the kidney, causing injuries to it or to its surrounding organs [2]. In order to overcome the mentioned issues, the fusion of pre-operative computed tomography (CT) images with intra-operative US have been proposed in others surgical areas, since it offers accurate anatomical information of the target organ and can consequently improve the performance of PRA [3].

The driving problem discussed in this paper is the segmentation of kidney from pre-operative CT images, which allows the extraction of a kidney model to serve as a patient-specific prior shape information for anatomy extraction in interventional US images. Kidney segmentation in CT images can be a challenging task due to the gray scale similarity between the kidney and its neighboring tissues, the presence of the sinus complex in the kidney anatomy, and the image quality.

Over the recent years, several approaches have been proposed for kidney segmentation in CT images, including region growing methods, deformable models, active shape models, level-sets, and registration approaches [4]-[12]. Pohle and Toennies [4], [5] developed an automatic region growing algorithm that estimates the optimized homogeneity criterion from characteristics of the region to be segmented. Despite the improvements over the original approach, their method remains sensitive to the initial seed points. Tsagaan and Shimizu [6] proposed an automatic deformable model-based approach to segment the kidney. Their method is based on a representation of its grey level appearance and its statistical information of the shape, which is incorporated into one energy objective function [6], [7]. In [8], Lin et al. presented an automatic hybrid region-based and model-based approach for kidney segmentation, which uses an adaptive region growing method to extract kidney within a region of interest (ROI), assuming homogeneity of image intensities. Spiegel et al. [9] introduced an algorithm based on active shape models (ASM) combined with a curvature-based non-rigid registration. This framework learns the kidney mean shape from several training images in order to constrain the segmentation, which links its accuracy to the size of the training data. Khalifa et al. [10] proposed a level-set approach, which combines a probabilistic shape prior and a novel stochastic speed function. This method takes into account spatial interactions and visual appearances along with shape priors. In [11], Cuinnet et al. developed an approach using regression forests to locate the kidney’s position and an implicit template model to refine its segmentation, driven by a kidney probability map. More recently, an automatic method based on multi-atlas image registration was proposed by Yang et al. [12].

Recently, Barbosa et al. proposed the B-spline Explicit Active Surfaces (BEAS) framework for real-time segmentation of heterogeneous datasets. The BEAS framework emerged from the concept of active contours, first introduced in [14]. In active contours, an evolving interface is propagated to recover the boundary of an object through the minimization of a given energy functional. Duan et al. introduced a computationally...
efficiency explicit interface representation through the introduction of the active geometric functions (AGF) [15]. The BEAS method extends the concept of AGF to a B-spline formulation, as originally proposed in [16]. By allowing the surface evolution according to localized region-based energies, an accurate and fast segmentation in heterogeneous images is achieved.

In this paper, we propose to adapt BEAS for fast semi-automatic kidney segmentation in 3D CT images. In this sense, and in order to study the best energy functional for kidney CT extraction, three different localized region-based energies are presented and compared, namely localized Chan-Vese (LCV), localized Yezzi (LY), and signed localized Yezzi (SLY) energies. Moreover, a novel gradient-based regularization term is proposed, adding edge-based features into the surface evolution process and increasing the methods’ capture range (i.e. its robustness against the initialization).

The rest of this paper is organized as follows. In section II, the general formulation of the BEAS framework and proposed energy functional are presented. In section III, the experiments are outlined, including implementation details, data description and ground truth construction. In section IV, the performance of the method is assessed for different energy combinations, through quantitative results on real CT images. In section V, the results are discussed, with the main conclusions being given in section VI.

II. METHODOLOGY

In this section, a brief description of the BEAS framework is presented (section II-A). Moreover, the proposed energy functional for kidney segmentation is described (section II-B), with the different studied localized region-based energies and proposed regularization term (section II-C).

A. B-Spline Explicit Active Surfaces

The fundamental concept of the BEAS framework is to define the boundary of an object as an explicit function. Geometrically, this implies that one of the coordinates of the points on a surface is given explicitly as a function of the remaining coordinates. Such explicit relation can be mathematically defined as:

$$\psi: \mathbb{R}^{n-1} \rightarrow \mathbb{R}, x_1 = \psi(x^\star),$$

where $x$ is a point of coordinates $\{x_1, ..., x_n\}$ and $x^\star = \{x_2, ..., x_n\}$. Note that the explicit form of the interface limits the topology of the contour. Nevertheless, this formulation fits well to the kidney boundary, owing its star-like and smoothed shape.

Bernard et al. proposed a formulation where the interface function is modeled as a continuous parametric function expressed on a B-spline basis [16]. Inspired by their work, the BEAS method expresses $\psi$ as a linear combination of B-spline basis functions:

$$x_1 = \psi(x_2, ..., x_n) = \sum_{k \in \mathbb{Z}^{n-1}} c[k] \beta^d(\frac{x^\star - k}{h}),$$

where $\beta^d(\cdot)$ is the uniform symmetric $(n - 1)$-dimensional B-spline of degree $d$. The knots of the B-splines are located on a rectangular grid defined on the chosen coordinate system, with a regular spacing given by $h$. The coefficients of the B-spline representation are gathered in $c[k]$ and the minimization of an energy functional can be directly obtained in terms of these coefficients, as derived in [13].

B. Proposed Energy Functional

To evolve the surface, it is crucial to define an appropriate energy criterion. This energy functional can be expressed in terms of two categories, which include edge-based terms or region-based terms. In edge-based active contours, image gradients are used to identify object boundaries [17]. The main issue with these terms is the sensitivity to the image noise. Chan and Vese proposed a region-based active contour to overcome the limitations of edge-based approaches [18]. Their approach models the foreground and background regions statistically in a global way, performing the partition of the image into homogeneous regions. Despite its advantages in comparison with edge-based active contours, the global region-based approach is not ideal for segmenting heterogeneous objects. Lankton et al. [19] introduced the concept of localized region-based energies to improve the abovementioned methodology. In the segmentation process, the evolving interface is propagated taking into account the properties of the local regions around a given point of the interface. This approach makes the segmentation process robust to heterogeneous images.

In this sense, a localized region-based energy functional can be defined in terms of a generic force function $F$ as:

$$E = \int_{\Omega} \delta_{\phi}(x) \int_{\Omega} B(x, y).F(y) dy dx,$$

where

$$F(y) = f_{in}(y).H_{\phi}(y) + f_{out}(y).(1 - H_{\phi}(y)),\quad (4)$$

and, $f_{in}$ and $f_{out}$ provide energy criteria for the interior and the exterior region of the interface $\Gamma$. $\delta_{\phi}(x)$ specifies the interface and $H_{\phi}(x)$ is the Heaviside function that specifies the interior of the contour. The exterior of the contour is defined as $(1 - H_{\phi}(x))$. $B(x, y)$ is a mask function in which the local parameters are estimated to drive the contour evolution. The mask $B$ around point $x$ is defined as the set of points belonging to the normal direction of $x$ and whose distance is lower than a parameter $\rho$ [13], thus defined as:

$$B(x, y) = \begin{cases} 1, & \text{if } y = x + k \times \hat{N}, \; k \in [-\rho, \rho], \\ 0, & \text{otherwise} \end{cases},\quad (5)$$

where $\hat{N}$ is the normal vector to the interface at point $x$. This definition of $B$ allows the reduction of the computational time in comparison with the cubic mask originally proposed by Lankton et al. [19].
In order to minimize the abovementioned energy, a gradient descent optimization is used. In the BEAS framework, the energy can be directly minimized with respect to the B–spline coefficients \( c[k] \), given by the following evolution equations:

\[
c[k]^{t+1} = c[k]^{(t)} - \lambda_{\text{step}} \frac{\partial E}{\partial c[k]} \tag{6}
\]

where \( \lambda_{\text{step}} \) is the current iteration number and \( \lambda_{\text{step}} \) is a parameter controlling the step at each iteration, as originally proposed in [13]. \( \bar{g}_{LB}(x^*) \) and \( \bar{g}_{Edge}(x^*) \) are functions that reflect the features of the object to be segmented.

C. Localized energy functionals

Herein, three localized region-based energies that can be used to extract the kidney from CT images are presented, together with a novel gradient-based regularization term. The performance of each method will be addressed in section IV.

1) Localized Chan-Vese (LCV) Energy

The energy proposed by Chan and Vese is based on the Mumford-Shah method and the correspondent function \( F \) is given as:

\[
F(y) = H_y(y) \cdot (I(y) - u_x)^2 + (I(y) - v_x)^2 \left( 1 - H_y(y) \right), \tag{8}
\]

where \( u_x \) and \( v_x \) are the mean intensities inside and outside of the evolving interface at point \( x \), calculated using mask \( B \).

The LCV energy aims to partition the image into regions, modeling the inside and outside of the contour as a constant intensity that is given by the average intensity in the respective side of the contour. In other words, the pixels in each region are penalized according to the intensity variation with respect to the corresponding region’s average intensity. The energy minimization is achieved using the feature function given by:

\[
\bar{g}_{LB}(x^*) = (\bar{I}(x^*) - u_x)^2 - (\bar{I}(x^*) - v_x)^2. \tag{9}
\]

For clarity’s sake, considering a generic function \( h(x) \) in \( \mathbb{R}^n \), \( \bar{h} \) is noted as the restriction of \( h \) over the interface \( \Gamma \) in \( \mathbb{R}^{n-1} \). Thus, \( \bar{I}(x^*) \) corresponds to the image value at position \( x = \{x_1 = \psi(x^*), x_2, ..., x_n\} \).

2) Localized Yezzi (LY) Energy

Yezzi et al. [20] proposed an energy functional that guarantees that the statistics of the image, such as the average intensity of each region, evolves in order to have the maximum separation between them. Therefore, the energy relies on the assumption that the interior and the exterior of the contour have the largest difference in average intensities. With this in mind, when compared to the LCV energy, this functional models the foreground and background as having maximally separated intensities, instead of locally homogeneous only.

Equations (10) and (11) present the \( F \) function and respective feature function.

\[
F(y) = (u_x - v_x)^2, \tag{10}
\]

\[
\bar{g}_{LB}(x^*) = \frac{(I(x^*) - u_x)^2}{A_u} - \frac{(I(x^*) - v_x)^2}{A_v}. \tag{11}
\]

where \( A_u \) and \( A_v \) represent the areas inside and outside of the contour, respectively.

3) Signed Localized Yezzi (SLY) Energy

The Yezzi energy previously referred does not specify the intensity relation between foreground and background. In other words, this energy does not take into account if, e.g., the foreground region has to be brighter or darker than the background. To explicitly specify the expected relation between both regions, Queirós et al. [21] proposed a signed version of the Yezzi energy, expressed in terms of \( F \) as:

\[
F(y) = u_x - v_x. \tag{12}
\]

According to eq. (11), the contour is forced to evolve so that the interior of the interface has higher intensities than its exterior. Such functional assumes that the object to be segmented is brighter than the background. However, this functional can be easily modified to segment dark objects, switching \( u_x \) and \( v_x \) in the equation. The feature function for the evolution in respect to eq. (11) is given as:

\[
\bar{g}_{LB}(x^*) = (\bar{I}(x^*) - u_x) + (\bar{I}(x^*) - v_x). \tag{13}
\]

In Fig.1B is shown that the SLY energy forces the evolving interface to move towards the kidney boundary where the intensities inside the contour in the mask will be higher than the intensities of the outside.

4) Gradient-based regularization term (GRT)

Since well-defined boundaries are expected in CT images, we proposed an edge-based regularization term that drives the segmentation for boundary positions, making the strategy less dependent of the initialization and local minima. In the present implementation, we estimate the optimal edge direction using the derivative of the surface’s normal profiles (computed using mask \( B \)). Note that the intensity profiles are smoothed by a 1-D Gaussian kernel prior to the derivative. Moreover, since the kidney intensity is brighter than its neighborhood, only bright-to-dark transitions are relevant in the abovementioned edge direction estimation technique. Thus, the edge position is defined as the profile point with the minimum derivative value, \( y_{\text{min}} \); therefore defining our proposed gradient-based regularization as:

\[
\bar{g}_{Edge}(x^*) = \begin{cases} 1 & \text{if } y_{\text{min}} > x^* \\ -1 & \text{if } y_{\text{min}} < x^* \end{cases}. \tag{14}
\]

In Fig.1C, an example derivative profile is shown. One can observe that a surface point will evolve towards the kidney boundary, where the derivative profile value is minimum.
III. EXPERIMENTS

A. Dataset

The performance of the proposed semi-automatic segmentation method was evaluated on a database of 9 CT images with different properties. In each dataset, both left and right kidneys were individually assessed.

The parameters used during acquisition of the CT images were set to 120.0 kV and between 265.0 and 445 mA. The pixel spacing ranged from 0.61 to 0.96 mm and the spacing between slices ranged from 1.5 to 3 mm. The number of slices was between 502 and 797. Each axial slice had a spatial resolution of 512×512 pixels.

B. Ground Truth

The kidney surface’s ground truth was manually constructed by one observer. The manual segmentation was performed twice (henceforward referred as Manual1 and Manual2) in the Medical Imaging Interaction Toolkit (MITK) software [22]. The two ground truths for each kidney were compared with the results of the semi-automatic framework and with each other in order to assess accuracy and reproducibility of both automated and manual delineations.

C. Initialization of the Contour

The first step of active contour-based segmentation strategies is the selection of an initial contour that will be evolved to the desired boundary. To initialize the BEAS method, a non-expert user (blind to the delineations performed by the first observer during ground truth generation) drew fourteen points in the kidney and an ellipsoid was fitted to this data. The fitted ellipsoid was used as initialization during semi-automatic segmentation with BEAS.

In order to study the robustness of each energy functional against the initialization used, three different initializations (with progressive difficulty) were gathered for each kidney, and will be used in section IV.

D. Implementation details

In the BEAS framework, the definition of certain parameters is essential. Firstly, an appropriate coordinate system according to the topology of the object to be segmented needs to be defined. Due to the ellipsoid shape of the kidney, a spherical coordinate system was chosen. Thus, the radial coordinate of the points within the surface will be given as a function of the azimuth and zenith angles. Note that the principal axis of the initialization ellipsoid was used as the principal axis of the BEAS spherical space.

Secondly, the B-spline scale, the number of surface points and the size of mask B needs to be defined. It is important to notice that the choice of the number of surface points used is explicitly linked with the choice of the B-spline scale, therefore being paramount to define an ideal relation between these two parameters. In one hand, if a low number of points is used, details of the real boundary of the kidney may be lost. On the other hand, a high number of points increases the computational burden of the method and may result in a jagged (i.e. non-smooth) contour. The B-spline scale is related with the computation of the B-spline coefficients, which implicitly control the surface smoothing. To avoid over-smoothing, the B-spline scale has to be low. In the current experiments, the B-spline scale was empirically set to 2² and 32 points were used to define each direction on the rectangular grid of the spherical domain. Regarding mask B, the radius of the normal vector was empirically set to 15 mm.

This framework was implemented in MATLAB and the feasibility of the adopted method was assessed through two different analyses, namely surface and volumetric based comparisons.

IV. RESULTS

A. Surface Analysis

Table I summarizes the performance for different energy combinations, assessed in terms of average point-to-surface...
distance (P2S) between the semi-automatic segmentation and the ground truth surface for the 18 segmented kidneys. To assess robustness against initialization, the results presented are referred to three different initial surfaces. In the first situation (INIT1), the initial fitted ellipsoid was drawn so that the 95 percentile of the P2S errors (PRC95) against manual segmentation were below 7.5 mm. For the second initialization (INIT2), the 95 percentile was between 7.5 mm and 12.5 mm. In its turn, the third initialization (INIT3) was drawn so that the initial surface is farther away from the true kidney boundaries, with a 95 percentile P2S error above 12.5 mm (near 15 mm, in average). The average P2S of the initializations with respect to manual segmentation is also presented in Table I.

Table II presents a broader surface error analysis for the energy functional showing the best performance in terms of average P2S errors (SLY + GRT, Table I). This surface analysis includes the Dice coefficient (that compares the overlap between two surfaces), the 95 percentile distance (PRC95, defined as the 95 percentile of P2S errors), and the percentage of “good contours” (GC, that accounts for the percentage of cases for which the average P2S error is lower than 5 mm). Moreover, Table II presents the respective distance metrics between two intra-observer manual delineations.

To visually demonstrate the method’s performance, Fig. 2 gives two example results for the three initializations used.

B. Volumetric Analysis

The comparison of the volumes of the segmented kidney surface and the manual one can be done through a volumetric analysis. This analysis can be seen in Fig. 3, which presents the Bland-Altman plots [23] for each initialization using the first manual segmentation as reference. In these analyses, the biases (average difference between methods) and limits of agreement (LOA, 1.96σ) were assessed. The volumetric comparison was also performed between both manual delineations.

C. Computational Analysis

As referred, one of the great advantages of the BEAS method is the reduced computational burden. Table III presents the average computational time for each segmentation energy and for each initialization. Furthermore, Table III also presents the average number of iterations needed by the algorithm to convergence. Note that a 3.6 GHz Core computer with CPU i7-4740 and 16 GB of RAM was used.

V. DISCUSSION

Table I shows the performance of the BEAS method applied to kidney CT segmentation. Firstly, it is important to notice that the P2S errors are lower for all cases when starting from INIT1 (PCR95 < 7.5 mm) and higher when using INIT3 (PCR95 > 12.5 mm), as expected for active contour and level-set based approaches [14],[19]. In this way, it is possible to verify the performance of the segmentation method for close and far initializations.

Analyzing the results for each energy combination, it is possible to observe that different energies result in different values of average P2S errors. Regarding the LCV energy, a direct relation was also found between the accuracy of the segmentation result and the quality of the initialization. Moreover, this energy typically presented the worst result for the different scenarios when compared with the remaining energies. This result can be explained by the energy function used, which relies on the identification of two homogeneous regions. As such, wrong initializations make the method sensitive to local homogenous regions and, therefore, to local minima.

When using the LY energy, despite some very good results in a few CT images, this energy typically produces less accurate segmentations. In abdominal CT images, the kidney may be too close to the spine that has higher intensities than all other tissues. In the LY energy, the segmentation evolution tries to maximize the difference between the intensities in the inside and outside of the contour. The fact that the difference between the spine and its surrounding tissues is higher than the difference between the kidney and its neighbors explains the less accurate segmentation in some images.

The SLY energy presented more accurate results for all initializations. In the current work, the SLY was implemented so that the interior of the surface is brighter than its exterior. Note that the kidney has higher intensities than the surrounding tissues. Such explicit prior allows for an increased accuracy and robustness against different appearances of the abdominal region in the CT images used. In comparison with the LCV energy, the probability of finding local minima is lower owing to the fact that this functional tries to find a region where the inside and outside have maximum separated average intensities, which probably corresponds to regions near tissues’ boundaries. Comparing with the LY energy, the definition of the specific relation between the interior and exterior intensities allows to specify the correct direction for surface evolution. As the spine corresponds to a large dark-to-bright transition, the SLY energy

**Table I.**

<table>
<thead>
<tr>
<th>Energy Combination</th>
<th>INIT1</th>
<th>INIT2</th>
<th>INIT3</th>
</tr>
</thead>
<tbody>
<tr>
<td>LCV</td>
<td>2.90±0.55</td>
<td>4.41±0.74</td>
<td>5.56±0.70</td>
</tr>
<tr>
<td>LCV + GRT</td>
<td>2.15±0.53</td>
<td>3.43±0.94</td>
<td>4.99±0.78</td>
</tr>
<tr>
<td>LY</td>
<td>1.66±0.42</td>
<td>2.80±0.80</td>
<td>4.35±0.68</td>
</tr>
<tr>
<td>LY + GRT</td>
<td>2.70±2.18</td>
<td>3.03±1.77</td>
<td>4.44±2.25</td>
</tr>
<tr>
<td>SLY</td>
<td>1.50±0.43</td>
<td>1.82±0.67</td>
<td>2.47±1.46</td>
</tr>
<tr>
<td>SLY + GRT</td>
<td>2.02±0.68</td>
<td>2.52±1.13</td>
<td>3.92±1.72</td>
</tr>
</tbody>
</table>

**Table II.**

<table>
<thead>
<tr>
<th>Energy Combination</th>
<th>Dice (%)</th>
<th>P2S (mm)</th>
<th>PRC95 (mm)</th>
<th>GD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LY + GRT</td>
<td>INIT1</td>
<td>92.6±2.1</td>
<td>1.48±0.44</td>
<td>4.39±2.11</td>
</tr>
<tr>
<td></td>
<td>INIT2</td>
<td>91.5±3.2</td>
<td>1.66±0.52</td>
<td>5.05±2.18</td>
</tr>
<tr>
<td></td>
<td>INIT3</td>
<td>88.8±7.5</td>
<td>2.52±1.97</td>
<td>8.71±6.64</td>
</tr>
</tbody>
</table>

Manual1 vs Manual2 94.6±0.9 1.06±0.19 2.85±0.31 100
evolves away from the spine boundaries (see Fig. 1B). Overall, this energy functional is more robust and accurate (Table I). The addiction of the proposed regularization term allowed to decrease the errors between the semi-automatic and manual segmentations (Table I). This superior performance is due to the clear definition of the kidney boundaries in CT images, which force the surface to evolve towards positions with higher image gradients (Fig. 1C). Note that the edge-based term is crucial to quickly push the contour when far from the true boundaries, therefore increasing the capture range of the proposed method. When closer to the boundary, the result is mainly refined through the localized region-based energy. Moreover, since the GRT searches for specific transitions (bright-to-dark), the presence of surrounding interfaces is penalized, making the method more robust against worst initializations.

The analysis of Table I allow us to conclude that the most accurate segmentation was obtained with the SLY energy combined with the GRT term. Table II presents an extended analysis of the segmentation results with this energy functional. Regarding the average Dice coefficient, differences were found between the automatic segmentation for each initialization, in respect to Manual1, and the two manual segmentations. Nevertheless, the automated segmentation and manual segmentation 1 showed a good percentage of similarity. The errors of the segmentation can be seen in the distance metrics (P2S and PRC95). The difference between the results for the automatic segmentation and the two manual segmentations in terms of P2S and PRC95 corroborates the importance of a correct initialization. Note that the P2S errors increase with the distance of the initialization. Nonetheless, the differences between INIT1 and INIT2 results are not significant, which does not occur between INIT2 and INIT3. For this reason, one can conclude that the method obtains very accurate segmentations for initializations with up to 12.5 mm of initial errors (INIT1 and INIT2), but has slightly higher errors for worst initializations (with initial errors above 12.5 mm, INIT3). Lastly, regarding GC, the average error for all images is below 5 mm for INIT1 and INIT2. For INIT3, only one in eighteen kidney segmentations presented an average error above 5 mm.

In Fig. 2 it is possible to visually verify that the SLY energy with GRT results in segmentations close to the observer for the three initializations, which proves the robustness of the method. Note that the highest errors occur in the hilum of the kidney (Fig. 2D and Fig. 2H).

When assessing the agreement between manually and semi-automatically computed volumes (Fig. 3), no statistically significant biases (red dashed line) were observed for the different initializations ($p > 0.05$ in a two-tailed paired T-test.

---

**Fig. 2.** Segmentation results for two example kidneys. (A), (E) results for INIT1; (B), (F) results for INIT2; (C), (G) results for INIT3 (yellow: initialization; red: semi-automatic segmentation; green: ground truth of Manual1). (D) and (H) present the semi-automatically segmented 3D surface (for INIT1), overlaid with the P2S errors.

**Fig. 3.** Bland-Altman analysis for (A) INIT1; (B) INIT2; (C) INIT3; and (D) both manual delineations.
against 0). Moreover, narrow LOAs (green dashed lines) were obtained, particularly for INIT1. In fact, for INIT1 and INIT2, the LOAs proved to be statistically similar to the intra-observer ones (p > 0.05 in a two-tailed F-Test against the intra-observer LOA), which suggests the equivalence of semi-automatic and manual volume measurements. Only for worst initializations (INIT3), a broader LOA was obtained (p < 0.05).

Table III reports the average computational time for the segmentation. A fast segmentation was obtained for the experiments (average time lower than 2.8 s), proving the clear advantages of the BEAS framework for fast 3D segmentation problems and, therefore, showing the potential of this framework for future real-time image-fusion frameworks for MIKI procedures.

VI. CONCLUSION

In this paper, the BEAS framework was adapted for kidney CT segmentation. From the different localized region-based energies studied, with and without the proposed gradient-based regularization term, the best results were obtained with the SLY energy coupled with our gradient-based term. The proposed algorithm shown accurate segmentation results, with reduced sensitivity to the initialization provided. Moreover, the method proved to be computationally efficient, taking in average less than 2 s to segment a kidney. In summary, the proposed segmentation method proved to be successful and feasible for pre-operative CT segmentation.

In future work, we intend to develop an automatic kidney detection algorithm to fully automatize the segmentation and, thus, obtain a user-independent methodology. Moreover, we extend to the proposed segmentation methodology for intra-operative ultrasound datasets.
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