An application to enrich the study of Auditory Emotion Recognition
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Abstract—The ability to recognize emotions in spoken words is central in human communication and social relationships. When studying one’s ability to perceive emotions, the standard paradigm is to have listeners choose which one of several emotion words best characterizes linguistically neutral utterances made by actors attempting to portray various emotional states. Usually, generic experiment control software are used, which may present several limitations. In this paper we present a novel approach to the problem, based on a mobile application that can be easily configured by the researcher to set up the desired protocol. This approach not only facilitates and improves study design and data collection, but also provides a plethora of new variables about the participants that, to the best of our knowledge, have never been considered before in this domain, including behavioural research.

I. INTRODUCTION

Face-to-face conversations are very rich contexts, particularly in the exchange of non-verbal content [1], that is, information that is not conveyed by words but by our gestures, postures, intonation or speech rhythm. These aspects are essential for an efficient process of communication between speaker and listener, and also allow one to perceive the state and intention of the other.

The ability to convey, as well as to accurately and rapidly decode, emotions is fundamental for the success of communication and interactions [2].

Auditory emotion recognition refers precisely to the ability of a listener to infer emotion from sounds in the environment, including the voice. When studying auditory emotion recognition, the standard perception paradigm is to have listeners choose which one of several emotion words best characterizes linguistically neutral utterances or nonverbal vocalizations made by actors attempting to portray various emotions [3], [4]. In addition, listeners may be asked to classify the sound in several dimensions, such as its valence (a continuum ranging from ‘unpleasant’ to ‘pleasant’), arousal (from ‘calm’ to ‘arousing’), and dominance (from ‘controlled’ to ‘in control’) [5]. Other important dimensions include the intensity of the emotion that was communicated, as well as its authenticity (genuine vs. acted emotions are processed differently [6]).

Traditional approaches involve setting up the experimental trials, as well as controlling for stimulus presentation and timing through software such as Presentation1 (Neurobehavioral Systems, Inc., Albany, CA, USA) or Superlab2 (Cedrus, San Pedro, CA). The few measures that are often the focus of those studies (e.g. accuracy rates, reaction time) are usually obtained by recording the participants’ responses directly via the software, or by using a paper-and-pencil approach.

This typical approach is often time-consuming, prone to errors (e.g. when the results are transferred from the paper to the computer), and dependent on the availability of the software and equipment in the context in which the behavioural data are required.

This paper introduces an innovative instrument to assess auditory emotional recognition that can be used both in research and clinical settings, focused on a Tablet. The user interacts with a mobile application to provide feedback about the auditory stimuli. To do so, the participant selects which one of several emotion words (arranged in buttons and set by the expert when defining the study) best characterizes the emotion conveyed by the voice. The participant also classifies the valence, authenticity and intensity of the emotion that was expressed.

While developed specifically for the field of auditory emotion recognition, the system can be easily adapted to other areas. Compared with more traditional assessments, this application aims to provide a faster and more dynamic way of assessing vocal emotional recognition in healthy subjects as well as in clinical populations. Moreover, this application incorporates concepts from Context-aware Computing [7], Ambient Intelligence [8] and Behavioural Biometrics [9], providing an innovative and interesting plethora of new variables that will significantly enrich these studies.

1Presentation is a stimulus delivery and experimental control program typically used in neuroscience and behavioural research. http://www.neurobs.com/
2Superlab is an environment for setting-up and running experimental studies, providing accuracy and reaction time measures. http://www.superlab.com/
II. ARCHITECTURE

In Auditory Emotion Recognition studies, there are usually two people involved: the participant, whose capacity to evaluate subjective dimensions of an emotional sound is being assessed, and the researcher, who is playing the stimuli or monitoring the software that does so, as well as registering the participant’s answers.

In this new approach, the same two roles exist. However, there is now a looser coupling between them. In fact, the participant may be alone in a room, listening to the stimuli and interacting with the tablet to provide the answers, while the researcher is in an adjacent control room, eventually looking at the participant’s answers and behaviours in real time (Figure 1).

Fig. 1. Layout of the environment: the participant sits alone in a room, listening to vocal sounds through a sound speaker and interacting with the tablet, which is wirelessly connected to the computer in the control room.

There are three main components in the architecture, as depicted in Figure 2: a mobile application and a controller exist in the so-called room area (the location where the study is taking place) and the server exists in a potentially different location.

The mobile application, implemented in Android, exists in the user area, in which the user interaction takes place. The application receives the details of each study and dynamically generates the corresponding user interfaces. It also acts as a data-generation device, collecting not only the participants’ answers but also data describing their behaviour during the study. These data are collected in a transparent way and sent to the server in real time.

The computer in the controller area communicates directly with the mobile application during the studies. The researcher uses this computer to configure new studies or manage existing ones as well as to start a new data collection procedure in a specific device. The computer is connected to a Logitech 5.1 Surround Sound System, which is used to play the auditory stimuli, as requested by the mobile application. The data collected can be visualized in real time in this computer by the researcher.

Finally, the server is the computer where data is stored after the conclusion of the data collection procedure. It includes tools for data processing, analysis and visualization.

Communication between these devices is implemented by means of a sockets API. Messages are exchanged in JavaScript Object Notation (JSON) format. This format is a lightweight, text-based, language-independent data interchange format. It was derived from the ECMAScript Programming Language Standard. JSON defines a small set of formatting rules for the portable representation of structured data. JSON can represent four primitive types (strings, numbers, booleans and null) and two structured types (objects and arrays).

These messages are used, for instance, by the mobile application to request the controller computer to play a given auditory stimulus, or by the controller computer to send the configuration of a study to the mobile application.

The following two sub-sections describe, in more detail, the functionalities of the control computer and the mobile application.

A. Life-cycle

From a high-level perspective, the life-cycle of the developed system is as follows:

1) The researcher creates or selects an existing study and uploads it to the intended mobile device;
2) The participant begins by providing the necessary personal information;
3) The participant goes through a training phase, similar to the real one, but in which instructions on how to proceed are provided. The aim is that the participant gets familiarized with the process and with the type of stimuli that will be presented;
4) Upon finishing training, the participant may choose to repeat the previous step;
5) The participant starts the actual experimental task. Each study is composed of one or more iterations. In each iteration:
   a) The participant hears a stimulus (a nonverbal vocalization - e.g., laughs, growls). She/he may repeat it any number of times by clicking a button in the graphical interface;
   b) The participant classifies the stimulus according to the perceived emotion: relief, fun, fear, neutral, disgust, pleasure, achievement, anger, surprise or sadness;
   c) The participant classifies the stimulus according to valence, using a 9-point likert scale;
   d) The participant classifies the stimulus according to intensity, using a 9-point likert scale;
   e) The participant classifies the stimulus according to authenticity, using a 9-point likert scale;

B. Control

In what concerns the control computer, there are three main functionalities worth highlighting (Figure 3).
The first functionality is the management of existing studies or protocols and it is implemented by the first tab of the graphical interface. The first list in this tab shows the studies that currently exist in the server while the second shows the details (i.e., stimuli being used) of a study after it is selected. The date of the creation of the study as well as its description are also shown below. It is possible to delete the selected study or send it to a specific instance of the mobile application, running at a given IP address. The interface also allows to filter studies or stimuli inside studies by name and it reproduces the auditory stimuli locally whenever one is clicked. Finally, the interface also includes functionalities to check the communication with the client application.

The second functionality, implemented in the second tab, is the creation of new studies or protocols. It allows selecting from the vast list of available stimuli those that will constitute a new specific protocol or study, with a given name. By clicking each one the researcher may listen to the auditory stimulus. For convenience, stimuli can be searched by name. Once a new protocol is created it is stored in the server’s database and becomes available to be used.

Finally, the third tab implements functionalities that allow the researcher to visualize the data. The researcher can visualize data that are being collected in real time or data that were collected in previous studies. Given the extent of the collected datasets, filters are also available to allow a more efficient visualization of the required data. Asides from being stored in the server’s database, datasets can also be exported to a .csv file (Comma-Separated Values), which is a convenient method aimed at facilitating posterior data analysis by researchers. Section II-B1 provides a more detailed description of the structure of the generated datasets.

1) Structure of the Dataset: The dataset generated during each study describes a group of very different variables, both personal, operational and behavioural.

Personal variables are included in the header of the dataset and are used to identify and characterize the participant including, among others, a unique id, gender, date of birth, level of schooling or job. Operational variables describe certain events such as the start of a study or advancing to the next stimulus. Finally, behavioural variables describe the behaviour of the user throughout the study.

Briefly, the dataset is composed of a sequence of lines, each line describing a specific event. Apart from the header, lines can have one of four types (touch, event, stimulus, likert). Depending on its type, each line holds different data, as follows:

- touch, timestamp, source, X, Y, P, S - it describes the event of a touch on the screen of the mobile device, at a given time. It identifies the source of the touch (e.g., a specific control, the background), its coordinates on the...
screen and the average values of pressure and area during the touch;
• event, timestamp, description - it describes a specific event in a given time stamp, such as starting the instruction activities or advancing to the study;
• stimulus, timestamp, id - denotes the moment in which the participant in the study proceeds to a new stimulus;
• emotion, timestamp, type, #repetitions - it denotes that in a given moment, the participant classified the current stimulus as representing a particular emotion. It also describes the number of repetitions of the stimulus before registering the answer;
• likert, timestamp, type, value, #repetitions - it denotes the classification of the current stimulus in a likert scale of a specific value (i.e. valence, intensity or authenticity) with a certain value. It also describes the number of repetitions of the stimulus before registering the answer.

C. Mobile Application

The mobile application, developed for android, targets devices with large screens in order to facilitate interaction. It was designed to be simple to interact with (of particular relevance for special populations, such as children and older adults), and to minimize influence on results, namely by keeping text and colors to a minimum. Note that the graphical interfaces depicted in this section are in Portuguese since the mobile application was developed for the Portuguese context.

The application receives the protocol via socket in JSON format and dynamically generates all the corresponding graphical interfaces. Two examples are depicted in Figures 4 and 5.

Figure 4 depicts the graphical interface used by the participant to classify the emotion expressed while listening to the stimulus. The stimulus can be repeated any number of times by clicking on the sound speaker image. By clicking in one of the emotions the application advances to the following activity.

Figure 5 depicts the graphical interface in which the participant is able to classify the valence of a given vocalization using a 9-point likert scale. As in Figure 4, the stimulus can be repeated by clicking on the sound speaker. After adjusting the desired value, the participant advances by clicking a button.

III. Validation

So far this paper has been devoted to the description of the developed system and its main functionalities. In this section we describe the process of its validation in the School of Psychology of the University of Minho, Portugal, where the application will from now on be used. For validation purposes ten individuals were selected to participate in a protocol with fifty stimuli, with five exemplars of each emotion (sadness, fear, disgust, anger, surprise, relief, pleasure, amusement, triumph, plus a neutral expression). A Samsung Galaxy Tab 3 with a screen of 10.1” was used for user interaction.

We should note that the main goal of this paper is not actually to study vocal emotion recognition in a given population but rather to validate the developed system. Therefore, this section does not focus on a comprehensive statistical analysis of the collected data, but instead exemplifies some of the critical information that can be obtained in a system such as the one described here.

1) Behavioural Biometrics: Behavioural Biometrics is the field of study related to measuring uniquely identifying patterns in human actions. Many of the things we do are done in a unique way: walking, talking, typing on a keyboard or using the mouse [10]. Given the uniqueness of our behaviours, Behavioural Biometrics are often used to implement continuous and post-login methods of security and authentication. Nonetheless, they can also be used to detect significant changes in the user’s behaviour, which may indicate a significant change in the user’s state. In previous work we have studied the effects of mental fatigue and stress on keystroke and mouse dynamics [11], [12].

The developed system provides an interesting number of new features related to Behavioural Biometrics that may enrich
the diagnosis and behavioral profile of the participant. These features include touch intensity, touch duration and touch area. In previous work, we have shown how the shape of the touch (intensity over time) is affected by the participant’s level of stress [13]. Researchers will now be able to understand how touch duration/intensity/area varies according to, among others, gender, type of stimuli, age or cognitive disabilities. This may, in the future, open the door to the development of mobile applications that are able to profile a user, namely in terms of cognitive disabilities or emotional deficits.

Table I shows the number of touches necessary for each of the ten participants to complete the protocol, as well as the values for the mean, median and standard deviation of touch intensity. In this table MP denotes Male Participants while FP denotes Female Participants.

Table II analyses the same variable, but as a function of gender. According to the collected data, female participants performed lighter touches on the screen, showing a decreased mean and median values of intensity, despite a slightly larger standard deviation. Female participants also used, on average, less touches to complete the protocol. Figure 7 illustrates this important finding.

It is also possible to analyse the evolution of any of these features over time. Figures 8 and 9 show the evolution of touch intensity over time for female and male participants, respectively. This may reveal interesting individual information about each participant. For example: male participants 1 and 5 have two similar traits: a remarkable difference between the training phase and the actual protocol and a tendency for touch intensity to increase after time during the protocol.

Touch intensity should, in principle, be more or less constant over time. However, some users show significant differences at certain points (e.g. female participants 4 and 5). Were these differences caused by certain types of vocal emotions being experienced by the participants, or being more relevant for the participants? Does this mean that these participants were affected differently by these emotional expressions? Could this information pinpoint individuals with different emotional responses? Could this knowledge lead to the development of emotion-aware applications and devices?

Figure 10 shows another possible analysis: the intensity of the touch right after hearing a stimulus of a given type. In this participant, emotions classified as portraying fear were associated to a touch that is softer than average, while emotions classified as portraying relief caused stronger touches.

Finally, another feature that can be extracted from this dataset is the accuracy of touches, since the dataset distinguishes between touches on active controls or touches on the background.

We believe that this type of information may not only significantly enrich the diagnosis and study of auditory emotion recognition but also lead to the development of software and devices that are sensitive to emotions.

2) Operational Features: In this section we include features that are extracted from the actions of the participant during the protocol, and their timing.

One of the potentially interesting features is the number of repetitions of each stimulus. Table III highlights the differ-
Fig. 8. Evolution of touch intensity during the protocol for each female participant. The vertical line denotes the moment in which the participant finishes the training phase.

Fig. 9. Evolution of touch intensity during the protocol for each male participant. The vertical line denotes the moment in which the participant finishes the training phase.
Fig. 10. Touch intensity immediately after hearing each type of stimulus for one of the participants.

TABLE III
NUMBER OF STIMULI PLAYED: COMPARISON BETWEEN MALE AND FEMALE PARTICIPANTS

<table>
<thead>
<tr>
<th></th>
<th>$\bar{x}$</th>
<th>$\bar{\bar{x}}$</th>
<th>S</th>
<th>#stimuli played</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>86.6</td>
<td>81.0</td>
<td>34.22</td>
<td>433</td>
</tr>
<tr>
<td>Female</td>
<td>70</td>
<td>68</td>
<td>16.60</td>
<td>350</td>
</tr>
</tbody>
</table>

ences between male and female participants in this respect, complemented by Figure 11. The data show that, on average, male participants played the stimuli nearly 87 times, whereas female participants played the sounds 70 times on average. Note that each of the stimuli used is automatically played once and then each user has the option to repeat it any number of times. This means that male participants repeated a stimulus nearly 37 times (on average), whereas female did so 20 times.

Although this difference is remarkable, it is not statistically significant (note, though, that the sample size is small, which precludes the generalization of these findings; perhaps, a larger sample size will show significant differences). Nonetheless, this type of information may lead to interesting questions. For example, are female individuals better at perceiving emotions since they apparently require less repetitions of the stimuli to classify them (and as demonstrated by many studies probing sex differences in vocal emotional processing - e.g., [14], [15], [16])?

More detailed features could also be explored, such as the number of repetitions per type of stimulus, which could point out, for each individual, emotions that are eventually harder to decode. A related measure that could also be extracted from the dataset is the time spent for each type of stimulus, with longer times spent to classify a stimulus of a given type potentially pointing out an increased difficulty in assessing the corresponding emotion.

Another very interesting feature that can be extracted from the dataset is the percentage of correctly classified emotions. This is possible to calculate since in the database each stimulus is associated to the emotion it portrays. Table IV shows the results extracted from the dataset, with female participants showing a better accuracy at classifying emotions. This supports a previous claim that female individuals may be better in decoding emotions from vocal cues (e.g., [15]). Nonetheless, and as mentioned before, it is not the aim of this paper to put forward this type of conclusions but rather to show the richness of information that can be extracted from the developed system.

Other so-called operational features could be extracted, or more detailed versions of the described ones, such as the percentage of correctly classified emotions by type of emotion, potentially pointing out vocal emotions that, for each individual, are easier to identify than others.

### IV. Conclusion

In this paper an innovative approach was presented to improve auditory emotion recognition studies. The system, composed of a mobile application and a server application, was developed and validated in cooperation with the School of Psychology of the University of Minho, where it will be used to assess auditory emotion recognition both in research and clinical settings.

In this paper the developed system was described, with a special emphasis on the functionalities implemented. Moreover, the main innovative aspects of the work were described, accompanied with examples of the information that can be extracted from each study. These key innovative aspects can thus be summarized:
• Studies are easy to design and share among researchers. The mobile application generates all the necessary graphical interfaces according to the study design, in a transparent way for the researcher;
• Data collection and storage in a structured manner is automatized and requires no Human intervention, improving the efficiency of the process and its validity by eliminating potential Human error;
• Many new variables are now considered that may provide important information about participants’ behaviour. This may be very important to clarify how each participant is affected by different types of emotions;
• Several studies can be conducted simultaneously as now there is not a dependence on the researcher to play the stimuli and record the participants’ responses;
• Data are readily available during and immediately after the collection, facilitating and accelerating its analysis.

However, we believe that the advantages of the developed system go beyond the enrichment of auditory emotion recognition studies: we are convinced that this approach may lead to the collection of relevant data to create specific user profiles. Indeed, the School of Psychology frequently deals with populations with varying characteristics, including age, gender, disabilities, psychiatric, among others.

The collection of these data, properly contextualized with the participants’ characteristics, may allow the characterization of user interaction profiles that can later be used to develop software and hardware sensitive to human emotions or characteristics.
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