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Search for heavy fermions with the ATLAS experiment at the LHC collider

In the present thesis a search for new heavy fermions using LHC data collected in 2012 by the ATLAS experiment is presented. In particular, a search for pair and single production of vector-like quarks with electric charge $2/3$ ($T$) and $-1/3$ ($B$) decaying to a $Z$ boson is discussed. For this search the analysis was divided in two channels, depending on the lepton multiplicity, and both channels were combined at the end for the final results. Since no evidence for signal was found, limits on the mass of the vector-like quarks were evaluated. The observed (expected) limit on the mass of an $SU(2)$ singlet $T$ quark is 655 GeV (625 GeV), while the observed (expected) limit on the mass of a $T$ quark in a ($T, B$) doublet is 735 GeV (720 GeV). The observed (expected) limit on the mass of an $SU(2)$ singlet $B$ quark is 685 GeV (670 GeV), while the observed (expected) limit on the mass of a $B$ quark in a ($B, Y$) doublet is 755 GeV (755 GeV).

The impact of a heavy gluon in the searches for pair production of vector-like quarks has also been studied. Even if kinematic differences were found at the parton level, these seem to be negligible after taking the detector simulation and event reconstruction effects into account. The ATLAS results obtained within the scope of the present thesis were recasted in a realistic scenario and it was found that the selection efficiencies for signal, as well as the final results, are not sensitive to the presence of a heavy gluon. Such conclusion allowed to reinterpret all the relevant ATLAS and CMS results by simply scaling the cross-section, obtaining limits on the mass of the heavy gluon.
Resumo

Pesquisa de novos fermiões na experiência ATLAS do LHC

Na presente tese é apresentada uma pesquisa de novos fermiões usando os dados de LHC coletados em 2012 pela experiência ATLAS. Em particular, a produção simples e de pares de quarks vetoriais com carga elétrica de 2/3 ($T$) e -1/3 ($B$) que decaem para bosões $Z$ é discutida. Neste estudo a análise de dados foi dividida em dois canais, em função da multiplicidade de leptonês, sendo estes combinados para obter um resultado final. Não tendo sido observada nenhuma evidência de sinal nos dados analisados, limites na massa dos quarks vetoriais foram obtidos. O limite observado (esperado) na massa de um quark $T$ é 655 GeV (625 GeV) para o caso de um singleto de $SU(2)$, sendo 735 GeV (720 GeV) no caso de um dubleto ($T, B$). Os correspondentes limites para um quark vectorial $B$ são 685 GeV (670 GeV) para um singleto e 755 GeV (755 GeV) para um dubleto ($B, Y$).

O impacto de um hipotético gluão pesado na pesquisa da produção de pares de quarks vetoriais foi também estudado. Concluiu-se que apesar de algumas diferenças cinemáticas existirem a nível partónico, estas diluem-se consideravelmente após considerar a simulação do detetor e os efeitos de reconstrução de acontecimentos. Foram então reinterpretados os resultados de ATLAS obtidos no contexto desta tese, observando-se que as diferenças de eficiência de seleção de sinal, bem como os resultados finais, não mudam significativamente na presença de gluões pesados. Esta observação permitiu justificar a interpretação dos restantes resultados de ATLAS e CMS considerando apenas a diferença de secções eficazes de forma a obter limites na massa do gluão pesado.
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Chapter 1

Introduction

The work presented in this thesis was defined in the summer of 2011, a few years after the Large Hadron Collider started to accelerate and collide proton bunches. This allowed scientists at CERN to analyse the products of highly energetic proton-proton collisions without precedents, and, therefore, provided the perfect environment to start working in experimental high-energy physics. It was the perfect environment to start working in experimental high-energy physics. In fact, in the summer of 2012, the announcement of a new particle found by both the ATLAS and CMS Collaborations compatible with the Standard Model Higgs boson set one of they key dates in the history of physics. Even though the discovery of the Higgs boson provided the missing piece of the puzzle, needed to complete the Standard Model, some questions remain open. In this context, this thesis was conceived to analyse the data collected by the ATLAS detector and to search for new particles predicted by models that aim to answer these open questions, in particular, new heavy quarks.

One might ask now, why are these new heavy quarks necessary?. In order to answer that question, Chapter 2 presents the Standard Model of particle physics initially, and what we learn from it. Vector-like quarks are also presented as new particles naturally appearing in different models, which try to answer some of the open questionsin the SM. For instance, composite Higgs models, which introduce the idea of a Higgs boson as a bound state, instead of an elementary particle, are also discussed, as a special interest of this thesis.

In order to be able to search for vector-like quarks, an entire experimental setup is needed. The ATLAS detector is used to measure proton-proton collisions produced in the LHC. In Chapter 3, CERN, the LHC, the ATLAS detector and the largest computing grid in the world (the Worldwide LHC Computing Grid) are described.
Chapter 1. Introduction

The LHC produces proton-proton collisions at a rate of 40 MHz. In order to achieve that rate several proton-proton collisions take place in the same bunch-crossing inside the ATLAS detector. On top of this, the time spacing between bunches is smaller than the integration time of some subsystem of the ATLAS detector. In this environment the ATLAS detector has to be able to distinguish between different interactions and identify interesting events. All the adjacent and simultaneous collisions that take place have an impact on the energy measured for an interesting event by the hadronic calorimeter of the ATLAS detector. This is called pile-up noise. In Chapter 4 the study and characterisation of the pile-up noise under different circumstances will be presented.

The search for vector-like quarks will be presented in Chapter 5. A detailed description of the analysis performed using data measured with the ATLAS detector at $\sqrt{s} = 8$ TeV will be presented. The analysis strategy, the definition of each channel considered, the signal and background Monte Carlo simulation used in the analysis, the data and object reconstruction used, the comparison between the data measurement and background expectation and the final results will be shown in detail. The analysis presented has an important role within the vector-like quark searches currently published which are also discussed in this chapter.

The vector-like quark analysis considers both pair and single production. While single production is model dependent, since the vector-like coupling with the Standard Model quarks directly mediates the production, the pair production is considered model independent because it is mediated via QCD interactions. Nonetheless, in composite-Higgs models a new heavy color octect, heavy gluon, can be introduced. In this scenario the pair production mechanism is not model independent. In Chapter 6 a study is presented to evaluate the sensitivity of current vector-like quark searches to this new heavy-gluon as well as the expected sensitivity for early Run-2 data.
Chapter 2

Theoretical introduction

In this chapter an overview of the theoretical framework used to develop the work presented in this thesis is shown. First, the Standard Model of particle physics will be presented as the best description of particles and their interactions found so far. However, there are still some open questions for which the SM does not provide an answer. Several models beyond the SM have been proposed to answer these questions, often predicting the existence of new particles. In this chapter, the concept of vector-like quarks will be introduced as well as heavy gluons in the context of composite Higgs models.

2.1 The Standard Model of particle physics

The Standard Model (SM) is the current description of the elementary particles and their interactions. It is a quantum gauge field theory based on the symmetry group $SU(3)_{c} \times SU(2)_{L} \times U(1)_{Y}$. Each component of the symmetry group is related to a given interaction mediated by its associated gauge boson. The component $SU(2)_{L} \times U(1)_{Y}$ is known as the electroweak (EW) group and its associated interaction is the EW interaction. The $SU(3)_{c}$ component is known as the color group and its associated force is the strong force. Table 2.1 shows a list of the SM components (fermions, with spin 1/2, and gauge bosons, with spin 1). The fermions with color charge are called quarks. Their left-handed (LH) component is represented by $q_{L} = (u_{L}, d_{L})$, including the heavier replicas $(c_{L}, s_{L})$ and $(t_{L}, b_{L})$ and their right-handed (RH) component are represented by $u_{R}$ and $d_{R}$, including as well their heavier replicas $c_{R}$, $s_{R}$, $t_{R}$ and $b_{R}$. Fermions without color charge are called leptons and are represented in the same way as quarks with $L_{L} = (\nu_{L}, l_{L})$ where $l = e, \mu, \tau$, and $l_{R}$. In the SM there are no RH neutrinos $\nu_{R}$ since they have not been observed.
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Table 2.1: Constituents of the SM. Particles with spin 1/2 are the matter particles while particles with spin 1 are the gauge bosons of the theory. The $\nu_R$ is not shown because it is not considered in the SM.

<table>
<thead>
<tr>
<th>Field</th>
<th>Spin</th>
<th>SU(3)$_c$</th>
<th>SU(2)$_L$</th>
<th>U(1)$_Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_L = (u_L,d_L)$</td>
<td>1/2</td>
<td>3</td>
<td>2</td>
<td>1/6</td>
</tr>
<tr>
<td>$u_R$</td>
<td>1/2</td>
<td>3</td>
<td>1</td>
<td>2/3</td>
</tr>
<tr>
<td>$d_R$</td>
<td>1/2</td>
<td>3</td>
<td>1</td>
<td>-1/3</td>
</tr>
<tr>
<td>$L_L = (\nu_L,l_L)$</td>
<td>1/2</td>
<td>1</td>
<td>2</td>
<td>-1/2</td>
</tr>
<tr>
<td>$l_R$</td>
<td>1/2</td>
<td>1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>$g^a$</td>
<td></td>
<td>1</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>$W^I$</td>
<td></td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$B_\mu$</td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\phi$</td>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2.1: Constituents of the SM. Particles with spin 1/2 are the matter particles while particles with spin 1 are the gauge bosons of the theory. The $\nu_R$ is not shown because it is not considered in the SM.

nature [1]. This makes up the entire set of matter constituents within the SM: 6 quarks, and 6 leptons. There are a total of 12 gauge bosons in the theory: 8 of them are called *gluons*, $g^a$, with $a = 1, 2, \ldots, 8$, and they are the force carriers of the strong interaction and correspond to the $SU(3)_c$ group. The remaining four bosons, $W^I$ and $B_\mu$, with $I = 1, 2, 3$, are related to the EW interaction and correspond to the $SU(2)_L$ and $U(1)_Y$ groups respectively.

The interactions between gauge boson and fermions in the SM are defined by the lagrangian

$$\mathcal{L}_{\text{gauge}} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + i \overline{q}_L \gamma_\mu q_L i \overline{l}_L \gamma_\mu l_L + i \overline{u}_R \gamma_\mu u_R i \overline{d}_R \gamma_\mu d_R + i \overline{l}_R \gamma_\mu l_R$$

where $F_{\mu\nu} F^{\mu\nu} = G^a_{\mu\nu} G^a_{\mu\nu} + W^I_{\mu\nu} W^{I\mu\nu} + B_{\mu\nu} B^{\mu\nu}$, $D_\mu = \gamma_\mu D_\mu$ and the index $i$ runs for the three families of leptons and quarks. The tensors $G^a_{\mu\nu}$, $W^I_{\mu\nu}$ and $B_{\mu\nu}$ are defined as

$$G^a_{\mu\nu} = \partial_\mu g^a_\nu - \partial_\nu g^a_\mu - g_s f^a_{bc} g^b_\mu g^c_\nu,$$

$$W^I_{\mu\nu} = \partial_\mu W^I_\nu - \partial_\nu W^I_\mu - g_\epsilon^{Ijk} W^j_\mu W^k_\nu,$$

$$B_{\mu\nu} = \partial_\mu B_\nu - \partial_\nu B_\mu,$$

where $f^a_{bc}$ and $\epsilon^{Ijk}$ are the group structure constants of $SU(3)_c$ and $SU(2)_L$ respectively. The covariant derivative acts on a given field $\phi$ as
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\[ D_\mu \varphi = \left( \partial + ig_s \frac{\lambda_a}{2} g_\mu^a - ig \frac{\sigma_I}{2} W_\mu^I + ig' Y B_\mu \right) \varphi \]

where \( \lambda_a \) are the Gell-Mann matrices and \( \sigma_I \) are the Pauli matrices.

Defining \( \sigma^\pm \equiv \sigma^1 \pm i \sigma^2 \), \( W^\pm \equiv 1/\sqrt{2} (W_\mu^1 \mp iW_\mu^2) \) and introducing a rotation in the fields \( B_\mu \) and \( W_\mu^3 \)

\[
\begin{pmatrix}
W_\mu^3 \\
B_\mu
\end{pmatrix} =
\begin{pmatrix}
c_W & s_W \\
-s_W & c_W
\end{pmatrix}
\begin{pmatrix}
Z_\mu \\
A_\mu
\end{pmatrix},
\]

where \( Z_\mu \) is the Z boson, \( A_\mu \) is the photon and \( s_W \) (\( c_W \)) is the sine (cosine) of the Weinberg angle (\( \theta_W \)), the action of the covariant derivative can be redefined as

\[
D_\mu \varphi = \left[ \partial_\mu + ig_s \frac{\lambda_a}{2} g_\mu^a - \frac{ig}{2\sqrt{2}} \left( \sigma^+ W_\mu^+ + \sigma^- W_\mu^- \right) \right. \\
+ \left. \frac{ig}{c_W} (T_3 - s_W Q) Z_\mu - ieQA_\mu \right] \varphi
\]

where \( Q = T_3 + Y \) is the electric charge and \( T_3 = \frac{q_3}{2} \) the third component of the weak isospin.

It is clear from (2.2) that two fermions in the same doublet (\( \psi, \psi' \)) interact through the \( W \) boson (charged currents) and, analogously, a given fermion \( \psi \) presents neutral interactions via the photon and the \( Z \) boson (neutral currents):

\[
\mathcal{L}_{CC} = -\frac{g}{2\sqrt{2}} \left[ \bar{\psi} \gamma^\mu (1 - \gamma^5) \psi W_\mu^+ + \bar{\psi} \gamma^\mu (1 - \gamma^5) \psi W_\mu^- \right],
\]

\[
\mathcal{L}_{NC} = -e \bar{\psi} \gamma^\mu \psi A_\mu - \frac{g}{2c_W} \bar{\psi} \gamma^\mu \left( T_3 (1 - \gamma^5) - 2Q s_W^2 \right) \psi Z_\mu.
\]

where \( \gamma^\mu = \{ \gamma^0, \gamma^1, \gamma^2, \gamma^3 \} \) are the four gamma matrices, or Dirac matrices. They have specific anticommutation relations and generate a matrix representation of the Clifford algebra. The \( \gamma^5 \) is defined as \( \gamma^5 = i \gamma^0 \gamma^1 \gamma^2 \gamma^3 \).

So far, based on the symmetries of the SM, the different particles have been presented and their interactions derived. However, there is a missing term: a mass term for fermions and the massive gauge bosons (the \( W \) and \( Z \) bosons). In order to give mass to the massive particles the \( SU(2)_L \times U(1)_Y \) symmetry of the SM needs
to be broken in order to accommodate a mass term, which violates this symmetry. This is achieved by spontaneously breaking the EW symmetry via the mechanism known as the **Higgs mechanism**. It was independently introduced by Robert Brout and François Englert [2], Peter Higgs [3] and Gerald Guralnik, C. R. Hagen and Tom Kibble [4]. It was incorporated to the EW interactions theory by Weinberg [5] and Salam which earned them the Nobel Prize in 1979, together with Sheldon Glashow, who proposed the EW interactions formalism in 1961 [6]. A new colorless scalar field \( \phi = (\phi^+, \phi^0) \), which is a doublet under \( SU(2)_L \), is introduced, the Higgs field. The development of a vacuum expectation value (VEV) by the Higgs field is responsible for the EW symmetry breaking (EWSB). The Higgs sector in the SM is represented by the lagrangian

\[
\mathcal{L}_{\text{Higgs}} = (D_\mu \phi)^\dagger (D^\mu \phi) - \mu_H^2 \phi^\dagger \phi - \lambda h (\phi^\dagger \phi)^2 - \left[ y_{ij}^u \tilde{q}_L^i \tilde{u}_R^j + y_{ij}^d \tilde{q}_L^i \tilde{d}_R^j + y_{ij}^l \tilde{L}_L^i \tilde{l}_R^j + \text{h.c.} \right],
\]

where \( \tilde{\phi} = i \sigma_2 \phi^* \), being \( \sigma_2 \) the second Pauli matrix, has hypercharge \( Y = -1/2 \). The Higgs field can be written in the unitary gauge as

\[
\phi = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ h + v \end{pmatrix}
\]

where \( v = \sqrt{-\mu^2/\lambda} \). The EW symmetry \( SU(2)_L \times U(1)_Y \) is spontaneously broken\(^1\) to \( U(1)_Q \) once \( \phi \) takes a given VEV, \( v \). After EWSB the first term of (2.3) can be written as

\[
(D_\mu \phi)^\dagger (D^\mu \phi) = \frac{1}{2} \partial_\mu h \partial^\mu h + \frac{g^2}{4} \left( v^2 + 2vh + h^2 \right) \left( W_\mu^+ W^\mu - \frac{1}{2c_W^2} Z_\mu Z^\mu \right).
\]

Now the \( W \) and the \( Z \) bosons have acquired mass \( m_W = g v / 2 \) and \( m_Z = m_W / c_W \). In the same way, the terms describing the fermionic interactions with the Higgs field

\(^1\)The remaining \( U(1)_Q \) symmetry is the electromagnetic group generated by \( T_3 + Y \) which was previously defined as the electric charge.
(the Yukawa sector) can be rewritten as

\[-\frac{v}{\sqrt{2}} \left(1 + \frac{h}{v}\right) \left(y_{ij}^u \bar{u}_L^i u_R^j + y_{ij}^d \bar{d}_L^i d_R^j + y_{ij}^l \bar{l}_L^i l_R^j + \text{h.c.}\right).
\]

(2.6)

Until now everything has been shown in the interaction eigenstates. The matrices $y_{ij}$ can be diagonalised using two unitary matrices $U_{u,d,l}^L$ and $U_{u,d,l}^R$ satisfying $(U_{u,L}^u)^\dagger y_{u} U_{u,R}^u = \text{diag}(y_u, y_c, y_t)$, $(U_{d,L}^d)^\dagger y_{d} U_{d,R}^d = \text{diag}(y_d, y_s, y_b)$ and $(U_{l,L}^l)^\dagger y_{l} U_{l,R}^l = \text{diag}(y_e, y_\mu, y_\tau)$. This transformation defines the mass eigenstates, which are linear combinations of the interaction eigenstates, in which a fermion $\psi$ has acquired a mass $m_\psi = vy_\psi/\sqrt{2}$. In the mass eigenstates basis, flavour-changing charged currents are introduced via the Cabbibo-Kobayashi-Maskawa (CKM) matrix, defined as $V = (U_{u,L}^u)^\dagger U_{d,L}^d$. However, when considering the neutral currents in the mass eigenstates, the diagonalisation of the fermion fields leads to $(U_{u,L}^u)^\dagger U_{u,L}^u = (U_{d,L}^d)^\dagger U_{d,L}^d = 1$, which implies that no flavour-changing neutral currents (FCNCs) are present in the SM at tree-level.

The Higgs mechanism has been known since 1968 but the Higgs field, the only elementary scalar particle in the SM, has been missing since then. The last piece to the SM puzzle was found in 2012, when both ATLAS and CMS experiments reported the observation of a scalar field with properties consistent with those predicted for the SM Higgs Boson [7, 8]. After this observation François Englert and Peter Higgs were awarded with the Nobel Prize in 2013.

### 2.2 Beyond the Standard Model

The SM has been very well tested in the past four decades. The interactions and observables predicted by the SM have been measured in agreement with the theory with an unprecedented level of accuracy, most notably by LEP and SLAC [9, 10]. A global fit to different observables of the EW sector has been performed in [11], providing a high precision measurements of different EW observables of the SM. Based on the symmetries introduced in the SM, several particles were predicted before they were discovered. That is the case for the light quarks [12, 13], discovered in 1968 at SLAC, the tau [14], discovered by the SLAC-LBL group in 1975, the bottom quark [15], discovered by the Fermilab E288 experiment (at Tevatron) in 1977, the gluon [16, 17], discovered in 1978 at PETRA (DESY), the EW gauge bosons [18, 19], discovered in 1983 by the UA1 and UA2 collaborations (at CERN), the top quark [20, 21], discovered in 1995 by the CDF and D0 collaborations (at Tevatron, Fermilab), the tau neutrino [22], discovered in 2000 at the DONUT Col-
laboration and finally the Higgs boson, 60 years after being proposed, was discovered in 2012 by the ATLAS and CMS collaborations [7, 8] (at CERN).

As has been shown, the SM has proven to be a reliable theory during the course of the past 40 years. However, the nature of the symmetry-breaking mechanism is unknown and there are also some open questions that the SM cannot answer, for example, the number of fermion generations or the mass hierarchy are not predicted by the SM. The SM does not explain some cosmological questions such as the matter anti-matter asymmetry nor provides a viable dark matter candidate. Since no RH neutrinos are present in the SM they do not get mass via the Higgs mechanism but they are known to have mass from neutrino oscillations observation in solar neutrino experiments [23]. Another issue with the SM is the naturalness problem, which arises when trying to access energies higher than the electroweak energy scale due to quadratic divergences in the scalar fields interactions. Thus, even though the Higgs Boson has been observed and the puzzle of the Higgs mechanism has been completed, the SM cannot be considered a complete theory.

In this chapter vector-like quarks will be presented as new particle candidates which arise in models aiming to solve the naturalness problem. One of these models is the composite Higgs model (CHM) in which due to the partial compositeness mechanism new heavy vector resonances are present, which are of interest in vector-like quark production and are considered in the work developed in this thesis.

2.2.1 Vector-like quarks

The SM does not predict the number of lepton families, therefore the only reason why only three quark families are considered is that there is no experimental signature of new ones. The ALEPH, DELPHI, L3 and OPAL collaborations found data be consistent with three families of light neutrinos [10] (and therefore leptons), which is shown in Figure 2.1. However, this reason is only valid if the mass of the new quarks is expected to be in the mass range observed so far. New quark families can be heavier than the top quark, in particular with masses over the TeV scale and therefore not have been observed due to the limit energy reach of the experiments. New quarks with the same symmetries as the ones already existent in the SM, i.e. chiral quarks with different charges under the $SU(2)_L \times U(1)_Y$ group for the LH and RH components, obtain mass through the Higgs mechanism which implies that the mass of these heavy quark is proportional to the EWSB scale, and therefore they are expected to be relatively light, $m_{\text{chiral}} = \lambda v \lesssim v$. The only way they can
be made heavy is by introducing a large coupling $\lambda$, which introduce large one-loop corrections to the Higgs cross-section predictions, which show a good agreement with the SM predictions [24] (see Figure 2.2). A new family of chiral quarks are very constrained [25] after the recent discovery of a light Higgs boson and the measurement of its properties [24] as well as from direct searches at the LHC [26–28]. Furthermore, the effects introduced in electroweak observables by the corrections induced by the presence of such new quarks imply strong constraints from electroweak precision tests as well [29].

On the other hand, vector-like quarks have the same transformation rules under the $SU(2)_L \times U(1)_Y$ group for both LH and RH components. In this case a bare mass term, which does not violate gauge invariance, can be introduced avoiding the need of introducing large dimensionless couplings

$$\mathcal{L}_{\text{bare}} = \overline{Q}_L M^0 Q_R + h.c.$$ (2.7)

New vector-like quarks at the TeV scale are well motivated by different BSM models. They appear in theories for which the Higgs boson is a pseudo Nambu-Goldstone boson (pNGB) to induce EWSB and ensure that the mass of the Higgs

Figure 2.1: Measurements of the hadron production cross-section around the Z resonance. The curves indicate the predicted cross-section for two, three and four neutrino species with SM couplings and negligible mass [10].
Figure 2.2: The best fit results for the production (a) and decay (b) signal strength for the Higgs boson are shown for the combination of the ATLAS and CMS in Run-1 [24].

The Higgs boson is in the EW scale [30–32]. They appear as well in composite theories in which the mass term for the fermions appear through the mechanism of \textit{partial compositeness} [33, 34]. In this mechanism the elementary sector mix linearly with the composite sector, producing a tower of massive vector-like fermionic resonances which mix with the elementary fermions after EWSB, producing states which are a mixture of elementary and composite states. Thus, vector-like quarks are predicted in models implementing these ideas such as composite Higgs or little Higgs models. They appear as well in grand unification and string theories based on the $E_6$ symmetry group [35].

In order for vector-like quarks to mix with the SM quarks [36, 37] and gauge bosons some constraints appear on their possible quantum numbers, since the gauge invariance must still be preserved. In order to be able to produce Yukawa terms only seven possibilities [38] are allowed, which are summarised in Table 2.2. The vector-like $T$ and $X$ have positive electric charge $2/3$ and $5/3$ respectively while vector-like $B$ and $Y$ have negative electric charge $-1/3$ and $-4/3$ respectively.

The mixing with the SM quarks is obtained after EWSB via the mass mixing. In the weak eigenstate basis (denoted by a 0 superscript), the third generation and

\begin{itemize}
  \item $\mu_{ggF}$
  \item $\mu_{VBF}$
  \item $\mu_{HH}$
  \item $\mu_{ZH}$
  \item $\mu_{WW}$
\end{itemize}
heavy quark mass terms are

$$
\mathcal{L}_{\text{mass}} = -\begin{pmatrix} t^0_L & T^0_L \end{pmatrix} \begin{pmatrix} m^u_{33} & m^u_{34} \\ m^u_{43} & M^0 \end{pmatrix} \begin{pmatrix} t^0_R \\ T^0_R \end{pmatrix} - \begin{pmatrix} b^0_L & B^0_L \end{pmatrix} \begin{pmatrix} m^d_{33} & m^d_{34} \\ m^d_{43} & M^0 \end{pmatrix} \begin{pmatrix} b^0_R \\ B^0_R \end{pmatrix} + \text{h.c.}
$$

(2.8)

where $m^{u,d}_{ij}$ are the mass mixings, $v = 246$ GeV is the Higgs VEV and $M^0$ is the bare mass term. The mass matrix can be the diagonalised by the unitary transformation

$$
\mathcal{U}_L^j M^0 (\mathcal{U}_R^j)\dagger = M_{\text{diag}}^0
$$

(2.9)

where $\mathcal{U}_{L,R}^j$ are the mixing matrices and $M_{\text{diag}}^0$ is the mass diagonal matrix. The relation between the vector-like quarks and the SM quarks using the mixing matrices can be written as

$$
\begin{pmatrix} t_{L,R} \\ T_{L,R} \end{pmatrix} = \mathcal{U}_{L,R}^u \begin{pmatrix} t^0_{L,R} \\ T^0_{L,R} \end{pmatrix} = \begin{pmatrix} c_{L,R} & -s_{L,R}e^{i\phi_u} \\ s_{L,R}e^{i\phi_u} & c_{L,R} \end{pmatrix} \begin{pmatrix} t^0_{L,R} \\ T^0_{L,R} \end{pmatrix},
$$

(2.10)

$$
\begin{pmatrix} b_{L,R} \\ B_{L,R} \end{pmatrix} = \mathcal{U}_{L,R}^d \begin{pmatrix} b^0_{L,R} \\ B^0_{L,R} \end{pmatrix} = \begin{pmatrix} c_{L,R} & -s_{L,R}e^{i\phi_d} \\ s_{L,R}e^{i\phi_d} & c_{L,R} \end{pmatrix} \begin{pmatrix} b^0_{L,R} \\ B^0_{L,R} \end{pmatrix},
$$

(2.11)

where $s_{L,R}^{u,d} \equiv \sin \theta_{L,R}^{u,d}$ and $c_{L,R}^{u,d} \equiv \cos \theta_{L,R}^{u,d}$, being $\theta_{L,R}$ the mixing angle for the LH and RH components respectively.

After diagonalising the mass matrix the following relation can be found (see [39])
\[ \tan \theta^q_R = \frac{m_q}{m_Q} \tan \theta^q_L, \quad \text{for singlets and triplets,} \tag{2.12} \]
\[ \tan \theta^q_L = \frac{m_q}{m_Q} \tan \theta^q_R, \quad \text{for doublets,} \tag{2.13} \]

with \((q, m_q, m_Q) = (u, m_t, m_T), (d, m_b, m_B)\). Note that the R and L mixings are not independent and one of the chiralities is enhanced. For simplicity, and because it is a common occurrence in many natural models of physics beyond the SM, it will be assumed that the mixing occurs mainly with the third generation.

The mixing with the SM quarks also modifies the coupling of the SM quarks with the \(Z, W\) and \(H\) bosons. In fact, in the presence of vector-like quarks, the Glashow-Iliopoulos-Maiani mechanism [40] is broken and FCNC at tree-level are allowed [41]. Vector-like quarks decay to the SM quarks and one of the gauge bosons and the coupling is defined by the matrix \(V_{qQ}^2\), which is the extension of the Cabibo-Kowayashi-Maskawa matrix including the new vector-like quarks and defines the charge current mixings, the matrix \(X_{Qq}\) which defines the neutral current mixings and the Yukawa couplings \(Y_{Qq}\) (see [39] for a complete list of values of these couplings for different models). As shown before the mixing depends on the mass of the vector-like quarks and thus the branching-ratio for each decay channel. The

---

\footnote{The subindex \(Q\) and \(q\) represent a given vector-like quark and the SM quark it is mixing with.}
multiplet each vector-like quark belongs to also has an impact on the branching ratio to each decay channel, for instance, considering the vector-like quark $B$ in a singlet the possible decays are

\[ B \rightarrow tZ, \quad B \rightarrow tH, \quad B \rightarrow tW^-, \]  

but if the vector-like $B$ is considered in the $(TB)$ doublet, in a natural scenario in which $V_{Tb} \ll V_{Bt}$, i.e. the top quark couples stronger to its partner than the bottom quark, which is expected given that the top quark is much heavier than the bottom quark, the only allow decay is through charged currents $B \rightarrow tW^-$ [42]. Figure 2.3 shows the branching ratios for each decay channel as a function of the vector-like quark mass for some of the multiplets presented.

There are two ways in which vector-like quarks can be produced.

- **Pair production**: vector-like quarks are produced in pairs via QCD interaction, as depicted in Figure 2.4(a). Since the coupling of vector-like quarks with gluons is the same as SM quarks this production mechanism is model independent.

- **Single production**: the single production mechanism of vector-like quarks is sensitive to the EW couplings between the vector-like quarks and the SM quarks. It is not mediated via QCD as it is the case in pair production but they are produced via charged or neutral currents, as can be seen in Figures 2.4(b) and (c) where the two processes considered in Chapter 5 are shown.

Figure 2.4: Pair production (a) and single production processes of vector-like $T$ (c) and $B$ (c).

Both production mechanisms are of interest depending on the vector-like quark masses which are still allowed. Direct searches performed by the ATLAS [26, 43–46]
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(a)

(b)

Figure 2.5: Pair production (a) and single production processes of vector-like $T$ (c) and $B$ (c) [39].

and CMS [47–49] collaborations\(^3\), have set lower bounds for the vector-like quark masses at $m_Q \sim 750$ GeV for all possible branching-ratios, reaching masses near $m_Q = 1$ TeV in certain phase space regions. The pair production mechanism is the dominant one when considering relatively light vector-like quarks, as can be seen in Figure 2.5 for 8 TeV (a) and 13 TeV (b). This is why pair production has been the main channel in direct searches. However, as higher masses are excluded the single production mechanism can become dominant and therefore dedicated searches are going to be of interest. The second operation phase of the LHC at 13 TeV will probably allow the proven region to increase up to 1 TeV which implies that single production will likely begin to be dominant, besides the fact that the gain in pair production cross-section by the increase of the center-of-mass energy will probably drive the searches at the beginning of Run-2.

2.2.2 Composite Higgs models

Composite Higgs models (CHM) were first introduced by Georgi and Kaplan [50, 51] as a solution for the hierarchy problem. In these models the Higgs boson is assumed to be a bound state of a new strong sector instead of an elementary scalar. The fact that the Higgs is a bound state protects its mass, being unaffected by radiative corrections above a certain compositeness scale. However, no new physics has been observed so far up to the TeV scale and the Higgs mass has been measured to be $m_H \sim 125$ GeV. In order to be in the EW scale, the Higgs is considered a pNGB on a new strongly interacting sector which is generated via the spontaneous breaking

\(^3\)The analysis presented in this thesis in Chapter 5 presents the most stringent mass limit on vector-like quarks for the $Z$ decay mode.
of a global symmetry $G \to H$, making the Higgs boson naturally light while keeping the new physics effects in the TeV scale. In order to be able to accommodate the current description of the SM, the symmetry group $SU(3)_c \times SU(2)_L \times SU(2)_R$, where $SU(2)_R$ is included to protect the $\rho \sim 1$ parameter, must be contained in $G$ and $H$ and the NGB of $G/H$ must contain a colorless bidoublet of the SM group, which corresponds to the Higgs degrees of freedom.

Several groups satisfy these requirements. In the minimal CHM (MCHM) [52] in which $SO(5)$ is spontaneously broken to $SO(4)$ is of interest in the context of this thesis as will be used in Chapter 6. In this case $SO(5)$ has 10 generators which is broken to $SO(4)$ with 6, thus 4 generators are broken. Four NGB appear which are identified with the four components of the Higgs boson. In the context of MCHM, the coupling between the Higgs and the gauge bosons is not linear. The scalar sector lagrangian reads

$$\mathcal{L}_H = \frac{1}{2} \partial_\mu h \partial^\mu h + \frac{g^2}{4} \sin^2 \left( \frac{h}{f} \right) W_\mu^+ W_\mu^- + \frac{g^2}{8c_w^2} f^2 \sin^2 \left( \frac{h}{f} \right) Z_\mu Z^\mu$$ (2.15)

The previous equation can be expanded to second order in $h$ which, after symmetry breaking, reads

$$\mathcal{L}_H = \frac{1}{2} \partial_\mu h \partial^\mu h + \frac{g^2}{4} \left[ v^2 + 2v \sqrt{1 - \xi} h + (1 - 2\xi) h^2 \right] \left( W_\mu^+ W_\mu^- + \frac{1}{2c_w^2} Z_\mu Z^\mu \right)$$ (2.16)

where

$$v = f \sin \left( \frac{\langle h \rangle}{f} \right), \quad \text{and} \quad \xi = \frac{v^2}{f^2}. \quad (2.17)$$

Here $v \sim 246$ GeV fixes the EW scale, $f$ is the composite scale and thus $\xi$ is called the degree of compositeness. Note that $\langle h \rangle$, which is the Higgs VEV, in MCHM is not the same as $v$ but when the composite scale is large enough $\xi \to 0$ recovering the SM couplings between the Higgs and the gauge boson, i.e. the composite sector decouples.

The global symmetry $G$ is explicitly broken by the coupling of elementary fermions to composite operators $\mathcal{O}(x)$. When the coupling between the composite and elementary sector is linear, a tower of fermionic resonances is excited by the composite operator. The linear coupling introduces a mass mixing between the composite states and the elementary fermions which implies that the physical states are a ad-
mixture of elementary and composite states. This mechanism to obtain mass via linear couplings is called partial compositeness.

Let’s focus on a particular version of MCHM \[53, 54\], the MCHM45, in which the RH top quark is fully composite, the LH SM quarks are embedded in a 5 representation of SO(5) and the vector-like quarks span a 4 representation of SO(4)4:

\[
Q_L^5 = \frac{1}{\sqrt{2}} \begin{pmatrix}
ib_L
b_L
it_L
\hline
-it_L
0
\end{pmatrix}, \quad \Psi = \frac{1}{\sqrt{2}} \begin{pmatrix}
i(B - X_{5/3})
B + X_{5/3}
i(T + X_{2/3})
-T + X_{2/3}
\end{pmatrix}.
\]

(2.18)

The top partners, in terms of $SU(2)_L \times U(1)_Y$ representations, give rise to two doublets $(T, B)$ and $(X_{5/3}, X_{2/3})$ with hypercharges 1/6 and 7/6 respectively. The vector-like $T$ and $X_{2/3}$ have electric charge 2/3, the $B$ quark has electric charge -1/3 and the quark $X_{5/3}$ has an exotic electric charge of 5/3. After EWSB, a linear combination of $T$ and $X_{2/3}$, that we denote $X'_{2/3}$ remains degenerate with $X_{5/3}$. The orthogonal combination, that we call $T'$, and $B$ are somewhat heavier with a small mass splitting. In most of the parameter space their decay BR read

\[
BR(X_{5/3} \to tW^+) = BR(B \to tW^-) = 1,
\]

(2.19)

\[
BR(X'_{2/3} \to tZ) \approx BR(X'_{2/3} \to tH) \approx \frac{1}{2},
\]

(2.20)

\[
BR(T' \to tZ) \approx BR(T' \to tH) \approx \frac{1}{2}.
\]

(2.21)

En general, vector resonances also appear in composite models. Due to partial compositeness and that the elementary quarks have charge under $SU(3)_c$, the vector-like quarks will also have color charge in order to preserve the color symmetry. In this scenario, in order to preserve the color symmetry in the composite sector, it is natural that heavy vector resonances appear as a spin-1 color octect \[55\], called heavy gluon, which can mix with the SM gluon.

The lagrangian which describes the MCHM45 including the heavy gluon, in the

---

4This is the model used for the analysis presented later in Chapter 6 with the addition of a heavy color octect.
elementary-composite basis, reads

\[ \mathcal{L} = \bar{q}_L \mathcal{D} q_L + \bar{t}_R \mathcal{D} t_R + \bar{\Psi}(\mathcal{D} + i\gamma)\Psi - M_h \bar{\Psi} \Psi \\
+ \left[ ic_1(\bar{\Psi}_R) i\gamma^\mu d_\mu t_R + g f(\bar{Q}_{L}^c)^t U_{Ht} \Psi_R + g c_2 f(\bar{Q}_{L}^c)^t U_{ts} t_R + \text{h.c.} \right] \\
- \frac{1}{2} \text{Tr}[G_{\mu}^e]^2 - \frac{1}{2} \text{Tr}[G_{\mu}^c]^2 + \frac{1}{2} M_c^2 \left( G_\mu^c - \frac{g_e}{g_c} G_\mu^e \right)^2, \quad (2.22) \]

where \( y, c_1 \) and \( c_2 \) are three dimensionless couplings, \( f \) is the composite scale, \( M_c \) is the composite gluon mass, \( G_{\mu}^e,c \) are the elementary and composite gluon respectively and \( g_{e,c} \) are the elementary and composite gluon couplings.

The first line include the gauge interaction for the SM and vector-like quarks and the bare mass term for vector-like quarks. The covariant derivative acts over each field as follows

\[
\begin{align*}
\bar{i}D_\mu q_L & = \left( i\partial_\mu + g \frac{\sigma^i}{2} W^i_\mu + \frac{g'}{6} B_\mu + g_c G^c_\mu \right) q_L, \\
\bar{i}D_\mu t_R & = \left( i\partial_\mu + \frac{2g'}{3} B_\mu + g_c G^c_\mu \right) t_R, \\
\bar{i}D_\mu \Psi & = \left( i\partial_\mu + \frac{2g'}{3} B_\mu + g_c G^c_\mu \right) \Psi. \quad (2.23)
\end{align*}
\]

The remaining terms read

\[
\begin{align*}
\bar{\Psi} \left( \frac{2g'}{3} \mathcal{D} - i\gamma \right) \Psi &= \frac{g}{\sqrt{2}} \left[ s_h ((\bar{X}_{5/3})_R W^+ - \bar{B}_R W^-) t_R \\
&- \frac{g}{2c_W} s_h [\bar{T}_R + (\bar{X}_{2/3})_R Z] t_R + i[(\bar{X}_{2/3})_R - \bar{T}_R] \frac{\partial_\rho}{\rho} t_R, \right. \\
&+ \frac{g}{c_W} \left( \frac{1}{2} c_h + \frac{2s_h^2}{3} \right) \bar{B} Z \bar{B} + \frac{g}{c_W} \left( \frac{1}{2} c_h - \frac{5s_h^2}{3} \right) \bar{X}_{5/3} Z \bar{X}_{5/3} \\
&+ \frac{g}{\sqrt{2}} \left\{ B Z W^- \left[ c_h^2 T + s_h^2 X_{2/3} \right] + \bar{X}_{5/3} W^+ \left[ s_h^2 T + c_h^2 X_{2/3} \right] + \text{h.c.} \right\} \\
&+ \text{photon couplings}, \quad (2.24)
\end{align*}
\]

\[
\begin{align*}
(\bar{Q}_{L}^c)^t U_{Ht} \Psi_R &= \bar{b}_L B_R + \bar{t}_L \left[ c_h^2 T_R + s_h^2 (X_{2/3})_R \right], \\
(\bar{Q}_{L}^c)^t U_{ts} t_R &= -\frac{1}{\sqrt{2}} s_h \bar{t}_L t_R, \quad (2.25)
\end{align*}
\]
where
\[ s_x \equiv \sin \frac{x}{f}, \quad c_x \equiv \cos \frac{x}{f}, \quad (2.28) \]
except for \( s_W \) and \( c_W \), which are the sine and cosine of the Weinberg angle. \( \rho \) is the physical Higgs boson and \( h \) reads, in the unitary gauge
\[ h \equiv \langle h \rangle + \rho, \quad (2.29) \]
with
\[ \int s(h) = v \approx 246 \text{ GeV}. \quad (2.30) \]

The \( d_\mu \) and \( e_\mu \) symbols are required by the Callan-Colleman-Wess-Zumino construction \([56, 57]\)

As can be seen the heavy gluon, i.e. the composite color octect, only couples to composite quarks (\( t_R \) and \( \Psi \)) while the elementary gluon only couples with elementary quarks. The physical states of the elementary and composite gluons are defined by the rotation
\[ \begin{pmatrix} G^e_\mu \\ G^c_\mu \end{pmatrix} = \begin{pmatrix} \cos \theta_3 & -\sin \theta_3 \\ \sin \theta_3 & \cos \theta_3 \end{pmatrix} \begin{pmatrix} g_\mu \\ G_\mu \end{pmatrix}, \quad (2.31) \]
where the mixing is fixed by the ratio of elementary to composite couplings \( \tan \theta_3 = \frac{g_e}{g_c} \). After the rotation a massless color octect, the SM gluon \( g_\mu \), and the heavy gluon \( G_\mu \) are produced with mass
\[ M_G = \frac{M_c}{\cos \theta_3}. \quad (2.32) \]

Now, the SM gluon couples universally with coupling strength \( g_s = g_e \cos \theta_3 = g_c \sin \theta_3 \). The heavy gluon now couples to elementary and composite fields with coupling strength given by
\[ G_{\bar{\psi}_{\text{elem}} \psi_{\text{elem}}} : - \frac{g_s^2}{\sqrt{g_c^2 - g_s^2}}, \quad G_{\bar{\psi}_{\text{comp}} \psi_{\text{comp}}} : \sqrt{g_c^2 - g_s^2}. \quad (2.33) \]

The setup presented in this section based on the MCHM4 with the addition of the heavy gluon via de partial compositeness mechanism will be used in the analysis presented in Chapter 6 in which pair production of vector-like quarks will be studied when, in addition to QCD, a heavy gluon is considered. The pair production cross-
section is increased when the heavy gluon channel is opened. There is a balance between the mass of the heavy gluon and the mass of the to partners when assessing the impact of the heavy gluon channel in the production rate of vector-like quarks. As the mass of the heavy gluon increases the QCD process becomes dominant due to the rapidly decay of the PDFs. As the mass of the vector-like quark increases the heavy gluon channel becomes dominant since QCD only interactions are not able two produce a pair of heavy vector-like quarks. The impact of a heavy gluon in the kinematics of the vector-like quarks and their decays will be discussed in detail in Chapter 6.
Chapter 3

Experimental setup

In this chapter a review of the experimental setup used to develop the work presented in this thesis is presented. The European Organization for Nuclear Research (CERN), the Large Hadron Collider, the ATLAS detector and the Worldwide LHC Grid are described in the following sections.

3.1 CERN

The CERN laboratory, which is based in the border between Switzerland and France, was born in September 29th of 1954 after the ratification of the 12 founder states: Belgium, Denmark, France, the Federal Republic of Germany, Greece, Italy, the Netherlands, Norway, Sweden, Switzerland, the United Kingdom, and Yugoslavia. The idea was to build an European laboratory for research on the atomic nuclei and bring scientist together. It was soon applied to a more wide range of high-energy physics experiments mainly focused in the study of the interaction of subatomic particles. In order to achieve this goal CERN has built and run several accelerators and detectors which have allowed to improve our knowledge about particle physics. Figure 3.1 shows the current status of the intricate web of accelerators and detectors working at CERN. These accelerators work together as a source of particles for different detectors such as n-Tof, which study the neutron-nucleus interactions with energy ranging from a few MeV to several GeV and measures this energy from the neutrons time of flight, and ISOLDE, a facility placed at the Proton Synchrotron booster dedicated to the production of a large variety of radioactive ion beams for many different experiments in the fields of nuclear and atomic physics, solid-state physics, materials science and life sciences. The high-energy particles produced by CERN accelerators are used even hundreds of kilometres away when beams of neu-
trinos produced from protons extracted from the Super Proton Synchrotron (SPS) are sent to Gran Sasso, in Italy, to study neutrinos properties as part of the Cern Neutrinos to Gran Sasso (CNGS) project.

Since its foundation, CERN has witnessed great achievements in particles physics and major discoveries: the discovery of the neutral currents with the Gargamelle bubble chamber in 1973, the discovery of the $W^\pm$ and $Z$ bosons with the UA1 and UA2 experiments in 1983, the determination of the number of light neutrino families at the Large ElectronPositron Collider (LEP) in 1989 [10], the first creation of anti-hydrogen in 1995 [59], the discovery of direct CP violation in 1999 [60], the isolation of anti-hydrogen in 2010 [61], the stabilisation of anti-hydrogen for over 15 minutes in 2011 [62] and the latest discovery of the Higgs boson with a mass of 125 GeV which was observed both by the CMS and ATLAS Collaboration in 2012 [7, 8] which was the last missing piece of the SM.

Not only particle physics finds at CERN an important play to evolve but engineering and computer science are also important pieces of the science ecosystem at CERN. The main example is ENQUIRE, which was a project by Tim Berners-Lee at CERN aiming to provide a new information management system which allows to reference content in a network by a link that could be embedded in readable text. It was proposed as an answer of a need of the scientific community to share information with ease. It quickly evolved and became what we know today as the World Wide
Web, becoming a pillar of communication as we know today and opening business opportunities for the more important companies in the world.

The CERN laboratory has come a long journey since it was born more than 60 years ago. Today it is not only an European research facility but it has become an international laboratory with 22 member states, observers states for which their memberships is not possible or not yet feasible like UNESCO, USA, The European Union or Japan among others and non-member states with co-operation agreements with CERN like Argentina, Korea or South Africa among others. Around 10,000 scientist from over 600 institutions and 113 nationalities are visiting CERN regularly for their research.

### 3.2 The Large Hadron Collider

The Large Hadron Collider [63] (LHC), located at CERN, is the largest and highest-energy accelerator ever built. It lies in a 27 kilometres circular tunnel, built for LEP, at a depth ranging from 50 up to 175 meters underground. It accelerates two proton beams in opposite directions and uses older accelerators like the PS and SPS as preaccelerators to boost the protons to the desired energy. The first proton beams circulated in the main ring for the first time in September of 2008 and the first collisions at \( \sqrt{s} = 3.5 \) TeV took place on March 30th, 2010. Since then, the LHC have been performing really well running at \( \sqrt{s} = 7 \) TeV for the rest of 2010 and 2011 and upgrading the energy to \( \sqrt{s} = 8 \) TeV until the beginning of 2013. The first long shutdown took place in February 14th of 2013. This long shutdown had the goal of upgrading the LHC to be able to provide higher energy than before and start producing proton-proton collisions at \( \sqrt{s} = 13 \) TeV. It ended in April 5th, 2015, when the first proton beams started circulating the LHC ring again. In June 3rd stable beams started to run in the accelerator producing collisions recorded by the detectors and ready for physics studies.

The LHC has two parallel beam pipes where two beams of protons circulate in opposite directions and intersect in four interaction points in which the four main experiments of the LHC are placed: ATLAS (A Toroidal LHC Aparatus), LHCb, CMS (Compact Muon Solenoid) and ALICE (A Large Ion Collider Experiment). While CMS and ATLAS are both general purpose detectors, LHCb and ALICE are focused on the study of CP violation and \( b \)-physics, and heavy-ion collisions respectively. In order to curve the proton-beams into the circular path, the LHC has 1232 dipole magnets, each 14.3 meters long, which are shown in Figure 3.2.
In addition, in order to focus the proton beams, 392 quadrupoles are placed along the LHC. These superconducting magnets made of copper-clad niobium-titanium (NbTi) operate at an average temperature of 1.9K, kept by approximately 96 tones of superfluid liquid helium He-II insulated from the exterior of the pipe by a vacuum vessel. The dipole magnets are designed to be able to produce two different magnetic fields in opposite directions in order to properly bend the two beams of protons traveling in different directions, producing a magnetic field of 8.3T at its designed beam energy of 7 TeV.

Over 2800 proton bunches with a time spacing of 25 nanoseconds are supported by the design of the LHC. The proton bunches provide a collision rate of 40 MHz at a design luminosity of $10^{24}$ cm$^{-2}$s$^{-1}$ and a center-of-mass energy of 14 TeV. These are challenging conditions but it is a well design setup for the goals in mind. The LHC was developed to investigate the predictions of different theories trying to solve some of the remaining open questions the SM cannot answer. A common denominator of these theories is the possible presence of new particles or new interactions at the TeV scale, which is only possible if high energy collisions are produced. Another common feature of theories beyond the SM is that the processes in which they are involved are rare, which means that a large amount of data is needed in order to be able to obtain statistically significant measurements. In any case, the LHC goal is not only try to find answers to the open questions in particle physics but also improve the knowledge we already have. By being able to open phase-space regions which were almost closed in previous accelerators and providing enough collisions we could improve the precision of different measurement already done, in particular those concerning the top quark sector given that the LHC is considered as a top
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The ATLAS detector [66], shown in Figure 3.3, is one of the four main detectors of the LHC. It is a general-purpose detector which targets a wide variety of physics processes arising from the LHC proton-proton collisions. It is 44 meters long and 25 meters tall, composed by cylindrical layers around the beam-pipe, each one with a specific purpose, and two end-caps in order to cover the maximum angle around the interaction point.

Given the high energy and collision rate that the LHC is able to deliver, the ATLAS detector operates under extreme conditions. A high collision rate means that the ATLAS detector needs to be able to handle all the information from the collisions fast enough to be able to differentiate between multiple collisions and have enough segmentation to differentiate between different interactions within the same bunch crossing. In a proton-proton collision, tenths of different interactions can take...
Figure 3.4: Event display of an interaction inside the ATLAS detector which took place in April 15\textsuperscript{th} 2012. A Z boson candidate can be seen decaying into two muons (highlighted yellow lines) among other 23 pile-up collisions which are shown in the bottom panel of the figure [68].

place\textsuperscript{1} and the ATLAS detector needs to identify possible interesting candidates and decide if it is worth to store for later use. As can be seen in Figure 3.5, the luminosity recorder as a function of the mean interactions per bunch-crossing ($\mu$) in the 7 TeV run peaks around $\mu = 5$ while for the 8 TeV dataset it peaks around $\mu = 15$. This is due to the fact that in order for the LHC to deliver higher energy and luminosity the price to pay is harder conditions inside the detectors. Figure 3.4 shows an event display taken on April 15\textsuperscript{th} 2012 of a Z boson candidate decaying into two muons. The bottom panel of the figure shows that the Z boson interaction occurs among other 23 pile-up events which eventually will need to be cleaned. In such a complicated environment, different systems helps the ATLAS detector to properly identify each collision. The general performance goals for each subsystem of the ATLAS detector are summarised in Table 3.1 and each of them is explained in detail in the following sections.

\textsuperscript{1}These are called pile-up events and is explained in detail in Chapter 4.
Figure 3.5: Recorded luminosity as a function of the Mean number of interactions per bunch-crossing (a) at 7 TeV (blue) and 8 TeV (green). The full data-sets at both energies are represented. The total integrated luminosity delivered by the LHC and recorded by ATLAS in the 8 TeV full data-set (b) [69].

<table>
<thead>
<tr>
<th>Component</th>
<th>Resolution</th>
<th>$\eta$</th>
<th>Trigger ($\eta$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>$\sigma_{pt}^{\eta}/p_T = 0.05%/p_T \oplus 1%$</td>
<td>±2.5</td>
<td>±2.5</td>
</tr>
<tr>
<td>EM. Cal.</td>
<td>$\sigma_{pt}^{\eta}/p_T = 10%/\sqrt{E} \oplus 0.7%$</td>
<td>±3.2</td>
<td>±3.2</td>
</tr>
<tr>
<td>Hadronic Cal.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Barrel and end-cap</td>
<td>$\sigma_{pt}^{\eta}/p_T = 50%/\sqrt{E} \oplus 3%$</td>
<td>±3.2</td>
<td>±3.2</td>
</tr>
<tr>
<td>Forward</td>
<td>$\sigma_{pt}^{\eta}/p_T = 100%/\sqrt{E} \oplus 10%$</td>
<td>3.1 &lt; $</td>
<td>\eta</td>
</tr>
<tr>
<td>Muon Chambers</td>
<td>$\sigma_{pt}^{\eta}/p_T = 10%$ at $p_T = 1$ TeV</td>
<td>±2.7</td>
<td>±2.4</td>
</tr>
</tbody>
</table>

Table 3.1: General performance goals of the ATLAS subsystems. The unit for $E$ and $p_T$ is GeV.

### 3.3.1 Inner detector

The most inner layer of the ATLAS detector is the Inner Detector (ID) [70, 71], shown in figure 3.6. The purpose of the ID is to track charged particles close to the interaction point, a few centimetres away from the beam-pipe. The ID present an acceptance in pseudorapidity$^2$ of $\eta < 2.5$ and full coverage in the azimuthal angle ($\phi$). The detector provides a transverse momentum ($p_T$) resolution, in the plane perpendicular to the beam axis, of $\sigma_{pt}/p_T = 0.05%/GeV \oplus 1\%$.  

$^2$The pseudorapidity is defined as $\eta = -\ln[\tan(\eta/2)]$, and the distance $\Delta R$ in the pseudorapidity-azimuthal angle space is defined as $\Delta R = \sqrt{\Delta \phi^2 + \Delta \eta^2}$. The ATLAS coordinate system is represented with the red axis in Figure 3.3.
The inner detector is composed by three sub-detectors: the Pixel Detector (PD), the Semiconductor Tracker (SCT) and the Transition Radiation Tracker (TRT). The PD is the most inner layer of the ID. It consists of 3 cylindrical barrel and 2 end-caps of 3 disc each composed by pixel sensors and microstrips, for a total of 1744 silicon pixel modules. The 3 silicon detector layers provides a three point tracking of charge particles that travel through it. Due to the short distance between the Pixel Detector and the interaction point it must be very resistant to radiation. The SCT is very similar to the PD but covers a much larger area. It consists of 4 concentric barrels and 2 end-caps of 9 discs each for a total of 4088 silicon-strip detectors and provides eight strips measurements (four space-points) for the particles traveling from the interaction point. The TRT is based on the use of straw detectors with 4 mm in diameter which contain a gold-plated wire in the center surrounded by a mixture of Xenon gas. The Xenon mixture allows to also identify electrons by the detection of transition-radiation photons inside the Xenon gas. The barrel contains around 50000 divided in two at the center with readout at both ends of the straw while the end-caps contain 320000 radial straws which are read out in the outer part of the straws. In total, the TRT is read out by 420000 channels. Using two different thresholds for the drift time the TRT is capable of differentiate between tracking hits or transition-radiations hits. Is the combination of both which provides a robust patter recognition and high precision in the azimuthal angle $\phi$ and in the $z$ coordinate.

Figure 3.6: Representation of the ATLAS Inner Detector [72].

The role of the ATLAS ID is key when considering the identification of $\tau$ leptons and $b$-jets. A high performance tracking algorithm is needed to identify not only the track of each charge particle, which allows also for a good charged-particle momentum resolution, but also to be able to identify secondary vertices in the inter-
action region. These secondary vertices allows the ATLAS detector to differentiate between jets arising from the hadronization of any type of quark or from a $b$-jets due to the small time of flight the $B$ mesons producing $b$-jets. This small time of flight produces a displaced vertex that makes possible to develop a $b$-tagging algorithm used in many analyses. A new sub-detector has been introduced in the ID during the long shutdown leading to the Run-II of the LHC which started last April. This new sub-detector, the Inserted $b$-layer (IBL) is a new layer of pixel detectors inserted between the PD and the beam-pipe which allows for a better recognition of the displaced vertices and in consequence for an improved $b$-tagging algorithm.

3.3.2 Calorimetry

Following the Inner Detector the next two layer are the ATLAS calorimeter system, shown in Figure 3.7 composed by the electromagnetic [73] and the hadronic [74] calorimeter, covering a region of $|\eta| < 3.2$ and $|\eta| < 4.9$ respectively. The electromagnetic calorimeter is designed to force the decay and then measure the energy of electromagnetic-interacting particles like leptons and photons. The hadronic calorimeter is designed measure the energy deposition of strong-interacting particles and hadrons. Both calorimeter usually have to deal with showering of particles produced after they interact with the calorimeter, this is why a good segmentation and spacial coverage is crucial to properly identify the origin of the shower and position.

The electromagnetic calorimeter (LAr), is a lead (as passive material) and liquid argon (as active material) sampling detector placed in one barrel and two end-caps. It has an accordion shape which allows for a full azimuthal angle coverage and symmetry without dead paths between different components of the calorimeter. The barrel part and the end-cap part cover a region of $|\eta| < 1.475$ and $1.375 < |\eta| < 3.2$. The hadronic calorimeter, on the other hand, is composed of a series of lead and scintillator layers arranged in such a way that they can detect the energy deposition of hadrons and heavy ions.
3.2. A pre-sampler is placed in front of the calorimeter for $|\eta| < 1.8$ which allows to evaluate the energy lost along the way to the calorimeter. The copper/liquid argon hadronic endcap calorimeter (HEC) covers a region of $1.5 < |\eta| < 3.2$ and a copper/tungsten-liquid argon forward calorimeter (FCal) covers the closest region to the beam pipe for $3.1 < |\eta| < 4.9$. In total, all the transversally segmented LAr detectors comprise 182468 readout cells.

The hadronic calorimeter (TileCal) is composed by steel as the absorber material and scintillating plastic tiles as the active material and was designed to measure the energy deposition of strong interacting particles. It consists of one central barrel (divided in two parts LBA and LBC and covering the $|\eta| < 1.0$ region) and two extended barrels (EBA and EBC covering the $3.1 < |\eta| < 4.9$ region) composed of 64 wedges, also known as modules. The light produced by the particles interacting with the scintillating tiles is collected by photomultipliers (PMTs) via wavelength shifting fibres which are bundled together to form cells with three sampling depths in the radial direction (A, BC and D), and with a granularity of $\Delta \eta \times \Delta \phi = 0.1 \times 0.1$ ($0.1 \times 0.2$ for the last layer). Every cell is read from both sides in order to provide redundancy and the readout of each module is grouped in assemblies of 48 readouts units for a total of 9856 channels, hosted at the outer radius of the calorimeter. The spatial segmentation of the TileCal allows a good jet shower description which is key for a good energy cluster reconstruction. A more detailed description of the TileCal can be found in Chapter 4.

3.3.3 Muon Spectrometer

The most outer part of the ATLAS detector is the Muon Spectrometer \cite{76}, shown in Figure 3.8. It is designed to provide both momentum measurement, with an uncertainty in the transverse momentum varying from 3% at 100 GeV and 10% at 1 TeV, and tracking of muons, providing a muon trigger with different $p_T$ thresholds. It extends from a radius of 4.25 m around the calorimeters to the outer radius of the detector. The momentum measurement is done by measuring the curvature of the muon trajectory which are deflected by the magnetic field provided by three toroidal magnets: one in the central part covering $|\eta| < 1.1$ and one in each end-cap covering $1.1 < |\eta| < 2.7$. In order to measure the curvature of the muons four different tracking technologies are used. Cathode Strip Chambers are used in most of detector, composed of two MultiLayer made of three or four layer of tubes. In the end-cap inner region ($|\eta| < 2.0$) Cathode Strip Chambers are used because of
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Figure 3.8: Representation of the ATLAS Muon Spectrometer [77].

their capability to cope with higher backgrounds rates. In order to provide fast muon triggering, Resistive Plate Chambers and Thin Gap Chambers are used in the barrel and end-cap regions.

3.3.4 Magnet system

The ATLAS magnetic system [78], shown in Figure 3.9 (a) is composed of four superconducting magnets: the inner solenoid [79], which is placed between the calorimeters and the ID is used to produce a magnetic field of 2 T that curves charged particles inside the ID and allows the measurement of their momentum by the tracking system; the barrel and en-caps toroidal magnets [80] which provides a toroidal magnetic field between 0.5 T and 1 T used to deflect muons which will interact with the muon spectrometer.

The inner solenoid inner radius 2.46 m, the outer radius is 2.63 m and it is 5.29 m long. It produces a strong and uniform magnetic field which allows a measurements to be made very precisely but due to the field strength, low energy particles (hundreds of MeV) momentum can not be measured. The barrel toroid is formed by eight air-core superconducting coil placed around the calorimeters with a inner radius of 9.4 m, an outer radius of 20.1 m and 25.3 m long. The two end-cap toroids are needed to increase the magnetic field in the end-cap region. They weight 240 tones and are subject to a Lorentz force of 280 tones pushing them to the barrel toroids. In contrast with the inner solenoid, the magnetic field produced by the toroids is not uniform as can be seen in Figure 3.9 (b).
3.3.5 Luminosity subdetectors

The instantaneous luminosity in the ATLAS detector is inferred from direct measurements of beam parameters. It can be written as

\[ \mathcal{L} = \frac{n_b f_r n_1 n_2}{2 \pi \Sigma_x \Sigma_y}, \]  

where \( n_b \) is the number of bunches colliding in each revolution around the LHC, \( f_r \) is the revolution frequency, \( n_1 \) and \( n_2 \) are the bunch population (protons per bunch) in the beam 1 and 2 respectively and \( \Sigma_x \) and \( \Sigma_y \) characterise the longitudinal and vertical beam widths. In order to measure the beam widths dedicated beam-separation scans, also known as van der Meer (vdM) scans. In a vdm scan, the beams are separated by steps of a known distance, which allows a direct measurements of \( \Sigma_x \) and \( \Sigma_y \).

A fundamental ingredient of the ATLAS strategy to assess and control the systematic uncertainties affecting the absolute luminosity determination is to compare the measurements of several detectors, most of which use more than one algorithm to assess the luminosity, using either event or hits counting algorithms.

The previously described subsystems, the ID and the hadronic calorimeter, are used to determine the primary vertex in a pp collision and to measure average particle rates over longer time scales respectively.

In addition to the ID and the hadronic calorimeter, the Beam Conditions Monitor (BCM) and LUCID are also used to evaluate the luminosity. The BCM consists
of four small diamond sensors, approximately 1 cm$^2$ in cross section each, arranged around the beam-pipe in a cross pattern on each side of the IP, at a distance of $z = \pm 184$ cm. It was originally designed to issue beam-abort requests when beam losses start to risk damaging the ID. The fast readout of the BCM also provides a bunch-by-bunch luminosity signal at $|\eta| = 4.2$ with a time resolution of $\sim 0.7$ ns. LUCID is a Cherenkov detector specifically designed for measuring the luminosity. Two sets of 16 of mechanically polished aluminium tubes filled with C$_4$F$_{10}$ gas surround the beam-pipe on each side of the interaction point at a distance of 17 m, covering the pseudorapidity range $5.6 < |\eta| < 6.0$. The Cherenkov light produced by charged particles in the gas is collected by the PMTs and are used to produce luminosity measurements for each LCH bunch crossing using hit counting algorithms. These algorithms are programmed in Field Programmable Gate Arrays (FPGAs), providing a fast hardware processing which can be reprogrammed.

### 3.3.6 Triggering system

The high collision rate inside the ATLAS provide a huge amount of data which needs to be analysed and store ($\sim 40$ millions events per second for $\sim 1.5$ MB per event for raw data). In order to be able to deal with it the ATLAS triggering system [83, 84] is composed of three trigger levels (L1, L2 and event filter) designed to identify, in real time, interesting events to be stored. Each trigger level refines the criteria applied to each event reducing the data taking rate.

The L1 trigger is designed to make quick decisions based on a limited amount of all the detector information. It searches for high-transverse momentum particles or high-energy deposition in the calorimeters as well as high missing and total transverse energy. The muons are identified using the trigger chambers in the barrel and end-cap regions of the muon spectrometer and calorimeter selections are based on reduced-granularity information from all calorimeters. The L1 trigger lower the event rate from $\sim 1$ GHz to $\sim 75$ kHZ with an event processing time of 2.5 ms and identifies regions of interest (ROIs) which passes to the next trigger stages including the region in $\eta$ and $\phi$ in the detector identified with interesting regions and the criteria satisfied.

The L2 trigger uses the full detector information, including inner tracker information which was not used in the L1, collected in the ROIs passed by the L1 trigger through a dedicated channel. It identifies further features reduces the event rate to $\sim 3.5$ kHz with an average event processing time of 40 ms. The events analysed
and selected by the L2 trigger are forwarded to the event filter which applies the last event selection and reduce the event rate to 200 Hz with an average processing time per event of 4 s. The events satisfying all the trigger criteria are stored permanently for later use. The triggering system and data acquisition system is shown in Figure 3.10.

### 3.4 Worldwide LHC Computer Grid

The Worldwide LHC Computer Grid (WLCG) is a worldwide network connecting more than 170 computing centres in 42 countries, linking up national and international grid infrastructures. The goal of the WLCG is to provide the computational infrastructure to store, organize and analyse the $\sim 30$ Pb of data produced annually in the LHC [86]. The WLCG is structured in different layers, called *tiers*, each one with a specific set of services.

The first layer, or Tier 0 is the CERN Data Center which is located at CERN.
3.4. Worldwide LHC Computer Grid

Figure 3.11: Tasks carried out in the WLCG grouped by category from January of 2012 until October of 2015 [87].

and, since 2013, also in the Wigner Research Centre for Physics in Budapest, Hungary over 1200km away. The two sites are connected by two dedicated 100 Gbit/s data links. The Tier 0 is responsible for the first copy of raw data, first reconstruction and replication of raw data and reconstruction output to the Tier 1s. It also reprocess data during LHC down-times.

The Tier 1s are 13 large computer centres with enough computational power to store a proportional share of raw data and distribute it accordingly among the Tier 2s. They also provide large-scale reprocessing of data and safekeeping of the output.

The Tier 2s are computational centres of scientific institutes and universities with enough power for specific analysis tasks and proportional share of simulated event production and reconstruction. There are around 120 Tier 2s around the world.

The Tier 3s are the local machines in which scientists access the WLCG facilities. They can be local clusters in an university or scientific institute or even an individual PC. there is no formal engagement between WLCG and Tier 3 resources.

The WLCG provides computational power for different tasks needed to analyse the \( pp \) collision data. Figure 3.11 shows the number of jobs run by the WLCG from January of 2012 until October of 2015. As can be seen data processing is a marginal portion of the computational tasks carried out by the WLCG.
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Pile-up noise characterisation in the TileCal Calorimeter

As mentioned in the previous chapter, the LHC is designed to provide a high rate of $pp$ collisions and under these circumstances the ATLAS detector subsystems need to deal with several simultaneous interactions which need to be properly identified.

For the case of the hadronic calorimeter it means that the energy deposition measured will have overlapping contributions from different interactions which needs to be understood. In this chapter, the studies done under the scope of this thesis to characterise the noise introduced in the energy measurements by these simultaneous interactions are presented.

4.1 Pile-up inside the ATLAS detector

One of the key features of the LHC is the high amount of statistics it is designed to produce. In order to be able to increase the luminosity, proton bunches are collided at a very high rate, producing several simultaneous interactions in the same bunch-crossing. Nonetheless, increasing the luminosity also means that the operation conditions will be harder since the probability of having simultaneous interactions also increases. These simultaneous interactions are called pile-up events and they need to be carefully studied (characterised in data and modelled in Monte Carlo simulation) in order to properly reconstruct physics objects used in data analysis.

There are two different types of pile-up:

- **In-time pile-up**: pile-up events that occurs in the same bunch crossing.
  
  When two bunches of protons collide inside the ATLAS detector several interactions take place simultaneously. These simultaneous interactions are referred to as in-time pile-up.
to as in-time pile-up.

- **Out-of-time pile-up**: when the time-spacing between proton bunches is shorter than the integration time of a sub-detector, different bunch-crossings might be recognised as only one.

Part of the pile-up effects can be reduced by reconstructing each collision independently and identifying each primary vertex. The sophisticated tracking algorithms, designed to recognise patterns using the detailed track information provided by the ID, are able identify the primary vertex of several simultaneous interaction, which helps to recognise pile-up vertices in order to reduce the impact on the reconstruction of the physics objects.

For the energy measurements in the calorimeters, the information coming from different interactions might not be so easily differentiated. Two tracks which are close together might be well recognised by the tracking algorithms but their energy depositions in the calorimeter might overlap, being hard to know how much energy a given track deposited. The degradation in the energy measurement introduced by pile-up events is known as pile-up noise.

### 4.2 Pile-up noise in TileCal

Particles produced in a $pp$ interaction inside the ATLAS detector travel through the cells of the TileCal producing light when interacting with the active material. The light collected by the PMTs and read by the readout system is transformed into an energy measurement. The optimal filter (OF) algorithm [88] is used to transform the electrical signal produced by the PMTs into an energy measurement. The main contribution to this energy deposition comes from the interaction which triggered the event but the energy measurement has contribution of pile-up events as well. The component of the energy measurement coming from these pile-up events is known as pile-up noise, which increases as the number of simultaneous interactions increase. In addition to the noise produced by pile-up, the electronics also introduces noise in the readout system of the cells which is known as electronic noise.

The noise in TileCal has a direct impact on the measurements of quantities like jets energy or transverse missing energy $E_{\text{miss}}^T$. The ATLAS reconstruction algorithm for jets is based on the topological clustering (topo-cluster) algorithm [89] which relies on the identification of energy depositions which are not likely to be noise fluctuations using an iterative process (Figure 4.1) where adjacent cells are grouped
together to form the energy cluster. The noise in a given cell of the TileCal needs to be characterised in order to evaluate if a given energy deposition is likely to be a noise fluctuation. The algorithm starts from a cell with a measured energy measured over a threshold defined as $4\sigma$ of the energy distribution randomly triggered events. Then the neighbour cells with an energy up to $2\sigma$ are included and finally the immediate neighbouring cells are included.

Figure 4.1: The different steps of the topological clustering algorithm are shown for the FCal calorimeter as an illustrative example. First, cells with energy over the $4\sigma$ threshold are selected (a). Afterward, cells with energy up to $2\sigma$ (b) and later the adjacent cells (c) are included to form the energy cluster [90].

The expected energy distribution of randomly triggered events needs to be characterised in order to properly define what is a deviation of $4\sigma$. Figure 4.2 shows the
energy distribution of the TileCal cell A0 (layer A and $|\eta| < 0.1$) and E14 (a cell of located in the gap between the long barrel and the end cap with $1.4 < |\eta| < 1.6$) in figures (a) and (b) respectively. A high pile-up run (in red) is compared to a low pile-up run (in blue) for randomly triggered events and a bunch spacing of 50 ns. There are two main observations that can be made. First, for higher pile-up the energy distribution tends to be wider, due to the degradation of the energy measurements referred earlier due to pile-up. This degradation affects in a different way different parts of the detector. For instance, Figure 4.2 (c) shows the same distribution but for the D0 cell, which is located at the same $|\eta|$ than A0 but further from the beam-pipe. It can be seen how the effect is smaller for the layer D than for the layer A. The second feature is that the energy distribution are not gaussian. In fact, when comparing the energy distribution in a cell near the beam-pipe in the central part of the detector (A0) with a gap/crack scintillating cell (E14) one can see that the shape may vary drastically.

In order to properly define the energy threshold for the seed of the topo-cluster algorithm, a two gaussian template was designed [91] and has been used to describe the energy distribution, improving the reconstruction of jets and $E_\text{miss}^T$. In the following sections the different noise estimators studied under the scope of this thesis will be presented.

### 4.2.1 Analysis procedure

In order to evaluate the noise in each TileCal cell zero bias data (i.e. data randomly collected by the ATLAS detector without any trigger criteria applied which is dominated by pile-up) collected during 2012 at $\sqrt{s} = 8$ TeV was used. Both 50 ns and 25 ns bunch spacing have been considered with only a few test runs with 25 ns. Monte Carlo generated events were also analysed to evaluate the agreement between data and the detector simulation. In order to generate Monte Carlo events mainly composed by pile-up a process which will not produce any signal in the detector, usually $Z \rightarrow \nu\nu$, was generated and multijets events were introduced injected as extra hits in the detector simulation.

Figure 4.3 (a) shows a representation of the lateral view of TileCal with only the positive values of $\eta$, i.e. the LBA and EBA partitions, being represented since TileCal is symmetric in $\eta$. In the representation the different layers (A,BC, D and the gap/crack scintillating tiles, also known as E cells) and towers (each 0.1 step in $\eta$ represented with dotted lines) can be seen. The E cells are placed in the gap
between the long barrel and the extended barrel acting as active material in a region filled with cables, services and power supplies for the other ATLAS sub-detectors. The E cells are used to calibrate the energy lost when passing through the gap in order to recover this energy after the reconstruction.

Each cell of the Tile Calorimeter is connected via wavelength shifting fibres to two PMTs which collect the light produced by the particle interacting with the scintillating tiles and transform it into electric signal. One of the 64 φ wedges can be seen in Figure 4.3(b) where the scintillating tiles, the fibres and the PMTs are shown.

In order to analyse the data collected by TileCal, an analysis framework has been designed. For each event collected in the different runs all the cells in the detector where analysed. The steps to analyse the data are the following:
Both PMTs of the cell being analysed is checked to ensure that the cell is active. Since for MC simulated events all cells are active, the list of inactive cells needs to be stored to filter them when analysing MC.

For each active cell, the energy measurement and other properties (pile-up conditions of the event, cell partition, layer, tower and module) are stored to be analysed later.

The previous steps are repeated for each event and cell. After all events have been analysed the energy distribution of each cell corresponding to different
conditions is obtained and can be used to estimate the noise.

Given the TileCal azimuthal symmetry, the information around the 64 divisions in $\phi$ has been integrated.

### 4.2.2 Root mean square as the noise estimator

Once the energy deposition in each TileCal cell has been read and stored the noise can be evaluated. As shown before, the effect of higher pile-up noise is the increase in the width of the energy distribution. A good estimator to evaluate the width is defined as the root mean square (RMS) of the energy distribution,

\[
RMS = \sqrt{\langle E^2 \rangle - \langle E \rangle^2},
\]

where $\langle E^2 \rangle$ is the mean value of the square of the energy and $\langle E \rangle^2$ is the square of the mean energy deposited in a cell. The uncertainty on the noise is derived using the error of the RMS for a normal distribution. This estimator is meant to describe the total noise, not attempting to separate pile-up and electronic noise.

Figure 4.4 shows the noise as a function of $|\eta|$ for the layers A, BC, D and E for a given run of 8 TeV with a pile-up $\langle \mu \rangle = 15.7$ and a bunch-spacing of 50 ns. The distributions are shown as a function $|\eta|$ given that it is symmetrical for both sides of the detector. As mentioned before, the information around the 64 wedges in the azimuthal angle has been integrated. Different keys behaviours can be observed:

- As we move further from the interaction point (moving from layer A to D) the noise tends to decrease. This is due to the fact that the decay products of pile-up events tends to be soft and are likely to be stopped in the lower layers of the calorimeter.

- It can also be seen how the noise is rather constant for the central part of the detector ($|\eta| < 1$ for layers A and BC and $|\eta| < 0.8$ for the layer D) but it suddenly increases after reaching $\eta \sim 1.1$. This is due to the fact that the separation between the TileCal long barrel and extended barrel is located in that region. The gap between both barrels is used to pass upstream material like service cables which implies that the interaction between the particles and this non-active material introduces degradation in the energy measurements.

- After this sudden increase the noise starts to drop in the extended barrel. This is due to the fact that the particles reaching the long barrel have a long
distance of flight which implies that soft particles as the ones coming from pile-up events will not be able to reach that far.

The case for the gap/crack scintillating tiles, the so called E cells, is different. All the passive material in that region introduces a degradation in the energy measured by this cells resulting in higher values of the noise. Nonetheless they are not used for energy measurement purposes but only for calibration.

The bunch spacing is another important factor to include when characterising the noise. During Run-1 the LHC has been operating with a time space between bunches of 50 ns. This has been decreased in Run-2 to 25 ns and this is why a few test runs were made with 25 ns before the long shutdown of the LHC. Figure 4.5 shows the same distributions as Figure 4.4 but in this case the data analysed correspond to 8 TeV data with $\langle \mu \rangle = 10$ and a bunch-spacing of 25 ns. Even if the noise is expected to increase with pile-up, Figures 4.4 and 4.5 show noise values which are similar. When the time-spacing between bunches is decreased the same collision rate can be achieved with fewer simultaneous interactions, decreasing the in-time
pile-up, since proton bunches will be colliding at a higher rate. On the other hand, the reduced time-spacing increases the out-of-time pile-up since it is easier to have contamination from different bunch crossing in the energy measurement of a given event. These two factors compensate thus making the noise distribution shown in Figure 4.5 comparable to the noise distribution in Figure 4.4.

Concerning the data and Monte Carlo simulation comparison a good agreement is found in the noise description for different values of $\eta$ and different layers. When comparing both measurements, discrepancies of a few MeVs can be seen which is several order of magnitude below the usual energies measured for different physics objects (over $10^4$ MeV). It is important to notice the big effort done by the ATLAS Collaboration to simulate the detector in order to have good data/simulation agreement.

After describing the noise behaviour for different values of $|\eta|$ the noise dependence with pile-up has been studied. Several runs where analysed for 50 and 25 ns bunch-spacing in order to get a sizeable sample of different pile-up conditions. Monte
Carlo simulation, including high pile-up samples, was also used to compare with data measurements. For this case, since several data runs are analysed together no pile-up reweighting has been made. All Monte Carlo simulated events have been analysed with its corresponding pile-up conditions. Figure 4.6 shows the noise as a function of $\langle \mu \rangle$ for different TileCal cells using data collected at 8 TeV with a bunch-spacing of 50 ns while Figure 4.7 shows the same study done with 20 ns bunch-spacing. In this case, since the dependence of pile-up is the same across different towers the information about different values of $\eta$ has been integrated. As expected, the noise increases with the mean number of interaction per bunch crossing. As it was seen before, pile-up events have more influence in layers closer to the beam pipe as can be seen comparing different layers in Figure 4.6 (a) and (c). For Layer A the noise increases from $\sim 50$ MeV up to $\sim 200$ MeV while for Layer D the noise only increase a total of $\sim 40$ MeV. Although with a limited amount of data, the noise as a function of $\langle \mu \rangle$ for a bunch spacing of 25 ns seems to agree with the MC simulation, which seems to indicate that the noise increases faster with $\langle \mu \rangle$ than it does for 50 ns.

4.2.3 Energy distribution quantiles as noise estimator

The RMS of the energy distribution is a reasonably good noise estimator although somehow limited. The RMS gives information on how wide the energy distribution is but it does not give any information about the tails give the non-gaussian regime of the energy distribution. For this reason the RMS alone cannot be used to identify the seed threshold for the clustering algorithm presented at the beginning of this section. The seed of the algorithm needs to have an energy deposition which is equivalent to $4\sigma$ of a normal distribution. The double gaussian template is able to fit the non-gaussian behaviour of the energy distribution but it is shape dependent. In order to overcome this, a new estimator is proposed for the noise based on the quantiles of the energy distribution itself. In this way, the noise estimation is completely independent of the shape of the energy distribution and might be a candidate to derive the energy threshold for the topo-cluster algorithm.

The quantiles of the energy distribution can be used to not only characterise the width of the energy distribution but also to be able to obtain information about its tails. The main idea is to identify different regions in the energy distribution containing a given percentage of events.

A given distribution can be divided in $Q$ equal-sized intervals, known as $q$-quantiles, and the quantiles are the boundaries of these intervals. The energy $\epsilon$
is said to be the $k_{ih}$ quantile of the energy distribution using a total of $Q$ intervals if

$$P(E \leq \epsilon) = k/Q.$$  \hspace{1cm} (4.2)

For example, a distribution divided in two intervals, the only quantile which is the value dividing the distribution in two intervals is the median of the distribution.

In order to evaluate the uncertainty of each quantile a bootstrap method is used. With this method 500 replicas of each energy distribution are created using Poisson fluctuations in each bin of the original energy histogram. A given quantile is calculated in each one of the 500 replicas and a quantile distribution is defined using the 500 quantiles obtained before. The RMS of the quantile distribution will be the uncertainty on the quantile.

With this estimator, an equivalence can be made between the energy distribution
Figure 4.7: Noise dependence with $\langle \mu \rangle$ for different TileCal layers. The information for different towers has been integrated. Both data and Monte Carlo simulation (including high pile-up samples) are shown.

and a gaussian distribution by finding the corresponding quantiles that define the corresponding confidence interval $\text{CI}= (-n\sigma, n\sigma)$. Table 4.1 shows the percentage of events which are enclosed within a confidence interval $\text{CI}$ in a normal distribution.

The noise dependence with $\langle \mu \rangle$ for different cells has been studied using the quantiles estimator. One cell of each layer is shown as an example in Figure 4.8 for data collected with a bunch-spacing of 50 ns. In Appendix A the noise dependence with $\langle \mu \rangle$ for all the cells is shown. The non-gaussian regime of the energy distribution can be observed with much larger positive tails. This asymmetry increases with pile-up since the negative tails of the distribution remain almost constant while the positive tails get more important.

In order to better estimate the non-gaussian regime of the energy distribution a comparison is made between the two estimators. If the energy distribution were
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Table 4.1: Percentage of the population within a confidence level CI=(−nσ, nσ) and the quantiles which define the interval enclosing the same percentage of events.

<table>
<thead>
<tr>
<th>nσ</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1σ</td>
<td>68.27%</td>
</tr>
<tr>
<td>2σ</td>
<td>95.45%</td>
</tr>
<tr>
<td>3σ</td>
<td>99.73%</td>
</tr>
<tr>
<td>4σ</td>
<td>99.99%</td>
</tr>
</tbody>
</table>

gaussian, the 99.99% confidence interval could be defined just by knowing the RMS and scaling it by 4 since that confidence interval correspond to 4σ. What is shown in Figure 4.9 is a comparison between the estimated using the quantiles estimator for a confidence interval containing the 99.99% and 95.45%, full blue and yellow circles respectively, and compare it to the noise estimated using the RMS scales by a factor of 4 and 2, hollow blue and yellow circles respectively. As can be seen, the noise derived using the quantiles estimator disagrees with the noise derived using the RMS scaled by a factor 2 and 4. This disagreement increases when going further to the tails with the RMS being a good approximation when looking for the central part of the distribution. However it should be noticed that in some cases, like in Figure 4.9(c), this approximation cannot be done.
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Figure 4.8: Noise dependence with $\langle \mu \rangle$ for different TileCal cells using the quantiles estimator. Data collected at 8 TeV with a bunch-spacing of 50 ns has been analysed. The information for different partitions and modules has been integrated.
Figure 4.9: Comparison of the noise derived using the quantiles estimator for the regions containing the 95.45% and the 99.99% of the events and the RMS estimator scaled by 2 and 4. One cell of each layer is shown as an example. The information for different partitions and modules has been integrated.
Chapter 5

Search for new vector-like quarks

In Chapter 2 the SM was presented as the best known description of the nature and interactions of particle physics. Nonetheless some questions are still opened and new models try to answer them in different ways. A common signature of the new models is the prediction of new particles arising from new symmetries introduced, for instance, vector-like quarks are a common signature in several non-supersymmetric models. Searching for these new particles is a direct way of testing these models.

Different searches have been performed in both ATLAS and CMS experiments by building a complete a comprehensive set of analyses systematically covering a wide range of possible scenarios for vector-like quark production. In the scope of this thesis, the search of pair- and single-produced vector-like quark decaying into a $Z$ boson in a multi-leptonic topology has been performed studying the di-leptonic ($2$ lepton exclusive selection) and tri-leptonic ($\geq 3$ leptons) channels. In this chapter an overview of this analysis will be presented discussing the analysis strategy, object reconstruction, data and Monte Carlo simulation samples which have been used, an overview of the systematics uncertainties and finally the results of the analysis.

5.1 Data sample and object reconstruction

Data collected by the ATLAS detector during between April and December of 2012 at $\sqrt{s} = 8$ TeV has been analysed. This analysis was first released with an integrated luminosity of $14.3 \pm 0.5 \text{ fb}^{-1}$ [92] as a preliminary result in June, 2013 [93]. For this preliminary result only the di-lepton channel and pair-production was considered. The analysis was updated to analyse the full data-set with an integrated luminosity of $20.3 \pm 0.6 \text{ fb}^{-1}$ and it was improved introducing the single-production mechanism and dividing the analysis in tri-leptonic and di-leptonic channel [45, 94]. The final
Single-lepton triggers with different $p_T$ thresholds are combined to increase the overall efficiency. The $p_T$ thresholds are 24 GeV and 60 GeV for the electron triggers and 24 GeV and 36 GeV for the muon triggers. The lower-threshold triggers include isolation requirements on the candidate leptons, resulting in inefficiencies at higher $p_T$ that are recovered by the higher-$p_T$ threshold triggers. Figure 5.1 shows the efficiency of the combined trigger with lower and higher $p_T$ thresholds as a function of the $p_T$ of the electron. The combined efficiency is shown after the hardware-based Level-1 trigger (L1), the software-based Level-2 trigger (L2) and event filter (EF). The efficiency without the higher $p_T$ threshold trigger included is also shown after the event filter (green line) where the inefficiencies for higher $p_T$ can be observed. Figure 5.2 shows the combined trigger efficiency for the lower and higher $p_T$ threshold single muon trigger for the barrel (a) and the endcap (b) region after the Level-1 trigger, Level-2 trigger and event filter. The trigger efficiency is estimated using a data-driven tag-and-probe method using a sample of enriched $Z \rightarrow \ell\ell$ events.

A tag lepton is defined as an offline lepton, reconstructed using the full detector information, matching\(^1\) a lepton passing the unpreescaled single lepton trigger with $p_T > 25(20)$ GeV for electrons (muons). The probe lepton is defined as an oppositely charged lepton yielding an invariant mass $|m_{(\text{tag,probe})} - m_Z| < 10$ GeV (requiring also $\Delta\phi_{(\text{tag,probe})} > 2$ for muons). The efficiency is defined as the fraction of probe leptons matching an associated online lepton [95, 96].

Events satisfying the trigger requirements must also have a reconstructed vertex with at least five associated tracks with $p_T > 400$ MeV, consistent with the beam collision region in the $(x, y)$ plane. If more than one such vertex is found, the primary vertex selected is the one with the largest sum of the squared transverse momenta of its associated tracks.

The physical objects used in this analysis are electrons, muons and hadronic jets, including $b$-jets.

Electron candidates are reconstructed from clusters of energy depositions in the EM calorimeter (requiring small leakage in the hadronic calorimeter) which are matched with tracks in the inner detector. The candidates are required to have $p_T > 25$ GeV and $|\eta_{\text{cluster}}| < 2.47$ (where $|\eta_{\text{cluster}}|$ is the pseudorapidity of the cluster associated with the electron candidate). Electrons in the region between the barrel and the end-cap of the EM calorimeter ($1.37 < |\eta_{\text{cluster}}| < 1.52$) are not considered

---

\(^1\)Both leptons are said to match if the distance between them is $\Delta R < 0.15$. 
since the separation between both parts of the calorimeter is used to support the detector and for the passing of service material. Electrons used to reconstruct the Z boson candidate must satisfy medium quality criteria, requiring at least 2 hits in the pixel detector, at least 1 hit in the b-layer for $|\eta| < 2.37$, a transverse impact parameter $d_0 < 5$ mm and a separation between the energy cluster and the associated track $\Delta \eta \lesssim 0.0005$ among other shower shape requirements [99]. Electrons not associated with the Z boson candidate (the extra leptons in the tri-leptonic channel) are required to satisfy tighter identification criteria including requirements in the ratio between the cluster energy and the track momentum and rejection of electrons originated a previously reconstructed photon conversion [99], in order to reduce the contribution from jets misidentified as electrons (“fakes”). Figure 5.3(a) shows the electron reconstruction efficiency for different reconstruction criteria comparing data and MC prediction using enriched data samples of $Z \rightarrow ee$. In order to reduce contribution from semi-leptonic decays from $B$- and $C$-hadron decays inside jets these electrons are required to be isolated. A calorimeter isolation requirement is applied based on the scalar sum of transverse energy deposited inside a cone of radius $\Delta R < 0.2$ around the electron candidate, as well as a track isolation requirement based on the scalar sum of the track transverse momenta inside a cone of radius of $\Delta R < 0.3$ around the associated electron track. Both isolation criteria are chosen to have an efficiency of 90% for electrons coming from $W$ and $Z$ bosons.

Muons candidates [100, 101] are reconstructed using the tracks found in the muon spectrometer and matched with the corresponding tracks in the inner detectors.
Figure 5.2: Combined single muon trigger efficiency for the lower threshold trigger and higher threshold trigger as a function of the electron $p_T$ after the Level-1 trigger, Level-2 trigger and the event filter stages in the barrel (a) and endcap region (b) [98].

(requiring at least 1 hit in the pixel detector, at least 5 hits in the SCT and at least 5 hits in the TRT for $0.1 < |\eta| < 1.9$), fitting both tracks to find the final muon candidate. Figure 5.3 (b) shows the reconstruction efficiency of muons comparing data and MC simulation as a function of the $p_T$ of the muon. Selected muons are required to have $p_T > 25$ GeV and $|\eta| < 2.5$ with a longitudinal impact parameter with respect to the interaction point smaller than 2 mm. This requirement ensures that the muons candidates are muons produced in the collisions and not cosmic muons, which are muons coming from the atmosphere that penetrates the Earth and pass through the detector. A $p_T$ dependent isolation criteria is imposed for the muons candidates in which the scalar sum of the track $p_T$ must be smaller than 5% of the muon $p_T$ inside a variable cone of $\Delta R < 10$ GeV/$p_T^\mu$. This isolation criteria is designed to better define the exclusion cone around the muon depending taking into account that more boosted muons are expected to be more collimated that less boosted muons, defining a narrower cone around the muon candidate.

Jets are reconstructed using the anti-$k_t$ algorithm [103–105] with a radius $\Delta R = 0.4$ using the topological clusters of energy deposition in the hadronic calorimeter. The topological cluster is calibrated [106, 107] to correct the cluster energy for the effects of non-compensation$^2$, dead material, and out-of-cluster leakage effects. The corrections are obtained from simulation of charged and neutral particles. After energy calibration [108, 109], central jets are selected with $p_T > 25$ GeV and $|\eta| <$

---

$^2$The response of the calorimeter to electromagnetic and hadronic energy depositions is not the same due to the different scales of the energy measured.
2.5. In order to reduce the contributions from jets originated in pile-up events a requirement is made in the scalar sum of the transverse track momenta in jets with $p_T < 50 \text{ GeV}$ and $|\eta| < 2.4$ to ensure that at least the 50% of the scalar sum of track transverse momenta associated with the jet comes from tracks also compatible with originating from the primary vertex. Forward jets used for the single-production analysis selection are defined as those with $2.5 < |\eta| < 2.4$ and $p_T > 35 \text{ GeV}$. During jets reconstruction no distinction is made between the object identified as electrons and hadronic energy deposition. In order to remove the overlap between electron and jets, any jet identified within a cone of radius $\Delta R < 0.2$ is discarded. Once these jets are discarded, any remaining electrons or muons within a radius $\Delta R < 0.4$ of a selected jet are discarded.

Central jets identified as the hadronisation of a $b$-quark, $b$-jets, are defined using the MV1 tagger which is the output of a multivariate algorithm which use information from the impact parameters of displaced tracks as well as topological properties of secondary and tertiary decay vertices reconstructed within the jet [110, 111]. The MV1 operation point used implies a 70% efficiency on $b$-jets selection and rejection factors for light and $c$-jets of 130 and 5 respectively and was calibrated using
di-leptonic $t\bar{t}$ events for $b$-jets with $p_T > 20$ GeV and $|\eta| < 2.5$. The efficiency of tagging a jet as a $b$-jet as a function of the jet $p_T$ is shown in Figure 5.4.

Figure 5.4: Efficiency of the MV1 tagger to select $b$-, $c$-, and light-jets, as a function of jet $p_T$ [110].

5.2 Analysis strategy

The strategy followed when developing this analysis focuses on a first set of requirements which are valid for both pair and single production mechanisms and small variations in the selection to accommodate different features which are characteristic of each type of mechanism. The event selection detailed in this section is summarised in Table 5.1.

| Event selection |
|-----------------|-----------------|-----------------|-----------------|
| $Z$ candidate preselection | $\geq 2$ central jets | $p(Z) \geq 150$ GeV |
| Dilepton channel | $= 2$ leptons | $\geq 2$ b-tagged jets | Trilepton channel |
| | $\geq 2$ b-tagged jets | $\geq 3$ leptons |
| | $H_T(jets) \geq 600$ GeV | $\geq 1$ b-tagged jet | Pair production |
| | $\geq 1$ fwd. jet | $\geq 3$ leptons |
| | $\geq 1$ fwd. jet | $\geq 1$ fwd. jet |
| Final discriminant | $m(Zb)$ | $H_T(jets+leptons)$ |

Table 5.1: Event selection for both dilepton and trilepton channels and for single and pair production mechanism

Since the analysis is focused on the search of vector-like quarks decaying to a
Z boson, the main requirement which is common to pair and single production is the presence of a Z boson candidate. The Z boson candidate is reconstructed with a pair of same-flavour opposite-sign leptons with an invariant mass that satisfy $|m_{\ell\ell} - m_Z| < 10 \text{ GeV}$, where $m_Z$ is set to be 91.19 GeV. The analysis is then divided in two different channels based on the lepton multiplicity ($N_{\text{lep}}$) requiring exactly two leptons for the dilepton channel and at least three leptons for the trilepton channel. Figure 5.5(a) shows the lepton multiplicity distribution after requiring the presence of a Z boson candidate for the $SU(2)$ singlet model with a mass of 650 GeV. The dashed region is the complete background prediction and the red and blue lines are the signal hypotheses for the vector-like $T$ (red) and $B$ (blue) for pair (solid) and single (dotted) production. It can be noticed that only $\sim 20\%$ of the events satisfy $N_{\text{lep}} \geq 3$ but it is a region where signal dominates over background since the decay products of the vector-like quarks are more likely to produce higher lepton multiplicity than background processes. In the case of single production of the $B$ quark, the neutral current decay won’t produce as much leptons as for the $T$ quark. This is why trilepton channel is not considered in single production of $B$ quarks.

Another common feature is the high number of jets ($N_{\text{jet}}$) and $b$-tagged jets ($N_{\text{tag}}$) in the decay products of vector-like quarks. Figure 5.5b shows the $b$-tagged jet multiplicity in the dilepton channel. It can be noticed that for the pair production scenario $\sim 50\%$ of signal events will be produced with $N_{\text{tag}} > 2$. It is easily understood when taking into account that for a pair of $B$ quarks there will always be at least one $b$ jet in the decay products (i.e. $B \to H/Zb$ or $B \to Wt \to WWb$) and for a pair of $T$ quarks the same reasoning applies. In the case of single production the $N_{\text{tag}}$ distribution is not so wide, instead it peaks in $N_{\text{tag}} = 1$ which is understood since only one vector-like quark is present in the event. In both dilepton and trilepton channel at least two central jets are required. In the dilepton channel at least two $b$-tagged are also required while at least one is required in the trilepton channel. This difference in the selection is chosen to retain statistic in the trilepton channel. In the dilepton channel two control regions are defined for $N_{\text{tag}} = 0$ and $N_{\text{tag}} = 1$ which are used for background corrections as will be discussed later.

Given that the $Z$ boson is a decay product of the new heavy vector-like quarks, it is expected to be considerably harder than the $Z$ bosons produced in background processes as can be seen in Figure 5.5 (c), which shows the $p_T(Z)$ distribution for the dilepton channel. The $p_T(Z)$ is required to be greater than 150 GeV in order to

---

3 Only electrons and muons are considered as leptons in the following.
suppress the background contamination.

A kinematical signature of signal events produced via pair production is the production of several high energetic jets. Under these circumstances the scalar sum of the $p_T$ of the selected central jets ($H_T (\text{jets})$) is considered in order to further suppress background contamination. Figure 5.5 (d) shows the $H_T (\text{jets})$ distribution for the dilepton channel after the $Z + \geq 2$ central jets selection. It is not the case for single production where less jet activity is present. Events in the dilepton channel for the pair production selection are required to satisfy $H_T (\text{jets}) > 600$ GeV. The $p_T$ of the leptons is not considered for the dilepton channel since this information is already taken into account for the $p_T (Z)$ requirement. Nonetheless, the $p_T$ of the leptons is concluded in the trilepton channel, in particular to be able to consider the $p_T$ of the third lepton which is not taken into account in the $p_T (Z)$ requirement. The $H_T (\text{jets + leptons})$ distribution is used as final discriminant in the trilepton channel for pair production rather than imposing a minimum value requirement to further suppress background contamination.

The light-flavour quark produced in association with the singly-produced vector-like quark gives rise to an energetic forward jet. Figure 5.5 (e) shows the forward jet multiplicity in the trilepton channel. For the single-production hypothesis at least one forward jet is required for both dilepton and trilepton channel.

The invariant mass of the $Z$ boson candidate and the highest-$p_T$ $b$-jet system, $m(Zb)$, is used as final discriminant used for hypotheses testing for the dilepton channel. As mentioned before, the $H_T (\text{jets + leptons})$ distribution is used for the trilepton channel. Figure 5.6 (a) shows the $m(Zb)$ distribution Figure 5.6 (b) shows the $H_T (\text{jets + leptons})$ distribution.

In order not to bias the analysis design a common strategy is to define a **blinding policy**. This implies that in a signal-dominated region data measurements are not represented (neither in the distributions nor in the yields count) until the background prediction is well modelled and understood. The blinded region was established for the di-lepton (tri-lepton) channel after selecting a $Z$ boson candidate with $p_T \geq 150$ GeV and $N_{\text{tag}} \geq 2$ ($N_{\text{tag}} \geq 1$). Only after the background prediction was understood in the unblinded region the data measurements were introduced in the blinded region to test the signal hypothesis.
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(a) Lepton multiplicity
- ATLAS Simulation \( E = 8 \text{ TeV} \)
- Backgrounds
  - BB (650 GeV)
  - TT (650 GeV)
  - \( t \bar{b}q \) (650 GeV)
  - \( T \bar{q} \) (650 GeV)

(b) B-tagged jet multiplicity
- ATLAS Simulation \( E = 8 \text{ TeV} \)
- Backgrounds
  - BB (650 GeV)
  - TT (650 GeV)
  - \( t \bar{b}q \) (650 GeV)
  - \( T \bar{q} \) (650 GeV)

(c) Dilepton (Z) [GeV]
- ATLAS Simulation \( E = 8 \text{ TeV} \)
- Backgrounds
  - BB (650 GeV)
  - TT (650 GeV)
  - \( t \bar{b}q \) (650 GeV)
  - \( T \bar{q} \) (650 GeV)

(d) Forward jet multiplicity
- ATLAS Simulation \( E = 8 \text{ TeV} \)
- Backgrounds
  - BB (650 GeV)
  - TT (650 GeV)
  - \( t \bar{b}q \) (650 GeV)

(e) Trilepton
- ATLAS Simulation \( E = 8 \text{ TeV} \)
- Backgrounds
  - BB (650 GeV)
  - TT (650 GeV)

Figure 5.5: Unit normalised distributions of the variables used to discriminate between signal and background. The shaded region represent the background prediction while the lines represent the different signal hypotheses for pair (solid) and single (dotted) production and \( T \) (red) and \( B \) (blue) vector-like quarks.
Figure 5.6: Unit normalised distributions of the final discriminant used for hypothesis testing for the dilepton (a) and trilepton (b) channel. The discriminant variable for the dilepton channel is the invariant mass of the $Zb$ system reconstructed as explained in the text. For the trilepton channel the $H_T$ (jets + leptons) distribution is used as final discriminant.
5.3 Signal modelling

For this analysis both single as pair production have been used. As mentioned in Chapter 2, the pair production is mediated via QCD interaction, remaining model independent while the single production mechanism depends on the model which is being considered since the production rate is mediated by the EW coupling between the VLQ and the gauge bosons. In this section the different approaches taken for pair and single production mechanisms are detailed.

5.3.1 Pair production

Monte Carlo generated samples of leading-order (LO) pair-production of \( T\bar{T} \) and \( B\bar{B} \) pairs have been generated with PROTOS v2.2 [42, 112] interfaced with PYTHIA v6.421 [113] for parton shower and fragmentation, and using the MSTW 2008 LO [114] set of parton distribution functions (PDFs). The cross-sections used to normalise these samples has been computed using Top++ v2.0 [115], a next-to-next-to-leading-order (NNLO) calculation in QCD including resummation of next-to-next-to-leading logarithm (NNLL) soft gluon terms, using the MSTW 2008 NLO PDFs [114, 116]. Figure 5.7 shows the cross-section as a function of the vector-like quark mass for pair and single production. The pair production cross-section (solid line) is computed with Top++, as mentioned before, while the single production cross section (dashed and dotted line) is provided by PROTOS and MadGraph [117] using two different electroweak coupling parameters which will be discussed later.

Within the scope of this thesis the generation and validation of pair production signal samples was performed. Figure 5.9 shows some distributions produced to validate the pair-production signal samples. Figure 5.9(a), (b) and (c) show the mass, \( p_T \) and pdg-id of the decays of the vector-like \( T \) while (d), (e) and (f) show the same distributions for the vector-like \( B \) for a mass of the vector-like quark of 600 GeV. Figure 5.9(g), (h) and (i) show the mass of the \( Z \), \( H \) and \( W \) boson respectively while (j), (k) and (l) show their \( p_T \). The mass of the \( H \) boson is fixed at 125 GeV. Since these signal samples were produced to be used by all the vector-like quarks analyses in the ATLAS Collaboration the idea is to follow a general approach that suits all possible scenarios when considering what regions of the phase space to generate. In this sense, a given model or a given branching ratio alone are not desired since analyses with different topologies might be more sensitive to different phase-space regions and may suffer from a lack of statistic in the Monte Carlo samples. Masses ranging between 350 GeV and 1050 GeV were produced in steps of 50 GeV using
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Figure 5.7: Cross section for pair production (solid line) and single production using PROTOS (dashed lines) and MadGraph (dotted line) with two different coupling parameterisation.

the singlet model presented in [42]. In the referenced text it is discussed that the kinematic differences between doublet and singlet\(^4\) smear after detector simulation is applied. In order to evaluate the impact of these differences in the vector-like quark analyses, masses of 350 GeV and 600 GeV where also generated for a doublet model. Figure 5.8 shows the comparison between the singlet and doublet prediction for the \(m(Zb)\) distribution, the final discriminant of the di-leptonic channel for pair production, for the \(ee\) and \(\mu\mu\) channel separately using a vector-like T with a \(m(T) = 600\) GeV. A fairly good agreement is found within statistical uncertainties. Since no differences were found in the overall performance of the analyses the singlet model was used in all cases and a reweight in the relative composition of the decay modes was done to obtain any desired branching ratio.

In order to produce signal samples which are usable for the entire collaboration the production strategy needs to be designed with the goal of producing enough statistics for all possible vector-like analyses. In order to achieve this goal, the pair production generation was done imposing a branching ratio of 1/3 for the three

\(^4\)Remember that the mixing between vector-like quarks and the SM quarks is larger for the LH component in singlets, while it is larger for the RH component in doublets. This introduces kinematical differences when looking at the polarisation of the top quark in VLQ decays.
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Figure 5.8: Comparison between the singlet and doublet model prediction for the final discriminant of the di-leptonic channel for the $ee$ channel (a) and $\mu\mu$ channel (b). Vector-like $T$ with a mass of 600 GeV is shown.

decay modes ($Z$, $W$ and $H$). With this approach, regardless of what decay mode an analysis is more sensitive to, all possibilities are fairly covered. In order to get a given set of branching-ratios the analysis distributions just need to be corrected properly. The singlet and doublet models are the two benchmark models for the pair production analysis. Since it has been shown that no significant kinematical difference is expected between singlet and doublet, the only difference left is the different branching-ratios expected in both cases. The singlet model is used and the contribution of each decay channel to the final discriminant is reweighted to get the proper BR when reporting results for the doublet.

Particle level information is used to recognise which decay mode has been generated in that particular and a reweight factor is defined to obtain the desired BR. For a given set of branching ratios for $Z$, $W$ and $H$ decay modes, the weight of the event is corrected by a factor $\omega$ defined as

$$\omega = \frac{B_1B_2}{1/9} \quad (5.1)$$

where $B_1$, $B_2$ are the desired branching ratios for the two decay modes present in the event. Once the event is reweighted, the relative proportion of each decay mode will be the one expected for the branching ratios desired.

All samples were passed through a simulation of the ATLAS detector that em-
ploys a fast simulation of the response of the calorimeters [118]. Additional samples with quark masses of 400 GeV, 600 GeV, and 800 GeV were also produced using the standard GEANT v4 [119] based simulation of all the detector components, to test the agreement. Figure 5.10 shows the comparison between both detector simulations for the $ee$ (top) and $\mu\mu$ (bottom) channels using a vector-like $T$ with $m(T) = 800$ GeV. The main differences that might appear between fast and full detector simulation are found in distributions related with jets structure precisely because the calorimeter simulation is simplified in fast detector simulation. The jet multiplicity and the $H_T$ (jets) distributions are shown in Figure 5.10(a), (d), (b) and (e). These are the distributions most related to jets used in this analysis and as can be seen no significant difference is observed. The comparison in the final discriminant is shown in Figure 5.10(c) and (f) showing that, as expected, both distributions are compatible.

5.3.2 Single production

As it was discussed in Chapter 2, as the vector-like quark mass increases the single production mechanism becomes dominant. This implies that, as lower masses are excluded, the single production gains relevance thus making this production mechanism of interest in the search for vector-like quarks.

The dashed lines in Figures 5.7 are the cross sections for the processes $B\bar{b}q$ and $T\bar{b}q$ for coupling values of $V_{Tb} = 0.1$ and $X_{bb} = 0.1$ [39, 42] which are chosen to reflect the magnitude of indirect upper bounds on mixing [39, 54] from precision electroweak data when assuming a single vector-like multiplet. This indirect constrains may be relaxed in realistic CHM where several vector-like multiplet are present [54] which is why several authors [53, 54, 120] have emphasised single production as a preferred discovery channel. The dotted line in Figure 5.7 represents the cross-section for the process $T\bar{b}q$ process using the CHM presented in [120] in which the coupling is parameterised with $\lambda_T$ which is related to the Yukawa coupling and the degree of compositeness of the third-generation SM quarks. The value $\lambda_T = 2$ is used as a benchmark.

Using the model provided by the authors, fast-simulation samples for the process $T\bar{t}q$ have been generated using MadGraph 5. Masses of the vector-like quark ranging from 400 GeV up to 1050 GeV have been considered setting the coupling to $\lambda_T = 2$. In order to test the dependence of the experimental acceptance to different $\lambda_T$ values, samples with a vector-like mass of 700 GeV were generated for values of $\lambda_T$ from 1 to 5. Different values of $\lambda_T$ produce different VLQ width but no differences in the
Figure 5.9: Validation distributions for the VLQ pair-production samples. The first and second row shows the mass, $p_T$ and pdg-id of the decays of the $T$ and $B$ quark respectively. The mass ($p_T$) of the $Z$, $H$ and $W$ boson are shown in the third (fourth) row. Vector-like quarks with a mass of 600 GeV have been generated.
Figure 5.10: Comparison between fast and full detector simulation using a vector-like $T$ with $m(T) = 800$ GeV for the $ee$ (top) and $\mu\mu$ (bottom) channels. The jet multiplicity distribution is shown after requiring at least one $Z$ boson candidate (a and d), the $H_T$(jets) distribution is shown after requiring $\geq 2$ jets, $\geq 2$ $b$-jets and $p_T(Z) \geq 150$ GeV (b and e). The $m(Zb)$ distribution is shown after the final selection (c and f).

analysis acceptance was found when the $\lambda_T$ parameter was varied, being a variation in the total cross-section the only effect introduced by this variation. The $B\bar{b}q$ process is absent on some CHM [53, 120]. For this analysis, fully simulated samples for the process $B\bar{b}q$ have been generated with PROTOS for the $SU(2)$ singlet for masses ranging from 400 GeV up to 1200 GeV in steps of 50 GeV and a coupling value of $X_{bB} = 0.1$. Both generators where compared and no significant differences were found within uncertainties.

5.4 Background modelling

Sizeable contribution from SM processes is expected from processes with high jet and $b$-jet multiplicity, multileptonic topologies and processes containing a $Z$ boson. The
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Background processes are predicted using generate MC samples normalised to NLO cross-section and, unless stated otherwise, all samples have been passed through a full detector simulation.

The main background in the dilepton channel analysis are processes including a Z boson and additional jets (Z+jets). Two leading-order MC generators have been used to generate this background, ALPGEN [121] and SHERPA [122]. SHERPA is the default generator which has been used and SHERPA has been used as a cross-check to ensure a good description of the main background in the dilepton channel. Both samples have been normalised to the NNLO cross-section prediction calculated with the DYNNLO program [123].

The Z+jets ALPGEN samples have been generated using the v2.13 version with the CTEQ6L1 [124] PDFs set and interfaced to PYTHIA v6.426 for parton-shower and hadronization. Separate inclusive Z+jets and dedicated Z+bb and Z+cc have been generated. In the inclusive samples, heavy-flavour quarks arise from the parton showering while in the dedicated samples they can be produced in the matrix element. In the case where heavy-flavour quarks are produced in the matrix element a matching algorithm [125] is applied to avoid the double counting due to the same parton configurations being produced in the matrix element and in the parton showering. Another double counting might occur when combining both the inclusive and the dedicated sample, in this case, another algorithm based on the angular separation between the heavy-flavour quarks is used. The matrix element generation is preferred if $\Delta R(h_h, q_h) < 0.4$, where $q_h = c, b$, and the parton-showering generation is preferred otherwise.

The SHERPA Z+jets background has been produced with the v1.4.1 version using the CT10 [126] PDFs set setting the charm and bottom quarks to be massive. Different filters have been applied to divide the generation in samples with a bottom quark, a charm quark and no bottom quark and neither a charm nor a bottom quark present in the event. In the following, when referring to Z+bottom the filter used requires the presence of a bottom quark and when referring to Z+light the two last filters will be used (i.e. those without a bottom quark). Each heavy-flavour filtered sample of the SHERPA generation has also been divided in several sliced samples based on the $p_T$ of the Z boson ($p_T(Z)$): inclusive, 70-140 GeV, 140-280 GeV, 280-500 GeV, and greater than 500 GeV. Since the analysis will be focused on high-$p_T$ objects and particularly a high-$p_T$ Z boson will be required, the different slices in which the sample is divided provides higher statistic for high values of $p_T(Z)$ which
is the main reason this background has been chosen as the default one.

In the trilepton channel, the main source of background processes are diboson processes ($ZZ$, $ZW$, $WW$) and processes with a $Z$ boson produced in association with a top quark pair ($t\bar{t} + V$, where $V = Z, W$). The diboson processes are the dominant background in the early stages of the analysis while the $t\bar{t} + V$ processes dominate the later stages. The diboson samples have been generated with SHERPA using the CT10 PDFs set and normalized to NLO cross-section predictions obtained with MCFM [127]. The $t\bar{t} + V$ samples are generated with MadGraph using the CTEQ6L1 PDFs set and PYTHIA for parton-shower and hadronization. These samples are also normalized to NLO cross-section predictions [128].

Background sources which doesn’t contain a $Z$ boson candidate constitute subleading background processes in the analysis. Simulated $t\bar{t}$ events are produced with POWHEG [129–132] for the matrix method generation using the CT10 PDF set. The parton showering and hadronisation has been done with PYTHIA v6.421. The $t\bar{t}$ cross section has been evaluated with TOP++ as for the pair production signal samples setting the top quark mass to 172.5 GeV. Single-top production has also been considered being produced via s- and t-channel as well as in association with a $W$ boson ($Wt$ processes). mc@nlo [133, 134] interfaced to HERWIG 6.520.2 [135–137] for the parton showering and hadronisation has been used for the $Wt$ and s-channel processes while ACERMC [138] interfaced with PYTHIA is used for the t-channel process. The single-top processes are normalized to NLO cross-section predictions [139].

Processes in which events with no $Z$ boson candidate enter the event selection due to a non-prompt or fake lepton passing the lepton selection criteria are estimated with data relaxing or reverting certain lepton identification requirement. These events are less than 5% of the total background estimation at early stages of the analysis and negligible after the final selection is applied.

In the following, the dilepton channel sources of background processes are shown for the $Z+$jets processes as explained before, for the $t\bar{t}$ process and a category defined as Other bkg. contains contribution from single-top, diboson processes and $t\bar{t} + V$ processes. For the trilepton channel distributions and yield tables the $WZ$ and $t\bar{t} + V$ processes will be shown while the subleading backgrounds ($Z+$jets, diboson $ZZ$ and $t\bar{t}$) are grouped into the Other bkg. category.
5.5 Data and Monte Carlo prediction comparison

In the previous session the selection criteria for the different channels proposed in this analysis was presented. This section shows the agreement between the \( \sqrt{s} = 8 \) TeV data analysed and the MC prediction for the different processes considered in this analysis. Unless stated otherwise only the SHERPA \( Z \)+jets sample will be shown. Appendix B shows ALPGEN distributions used to compare both background samples for the dilepton channel in pair production. Under the scope of this thesis the analysis for the dilepton channel for pair production has been developed as well as the New Physics Analysis package (NPA) and software tools that have been used in the other channels of the analysis as well as by others analyses in the collaboration (See Appendix C). The di-lepton and tri-lepton channel for the pair production hypothesis is presented in Section 5.5.1 and Section 5.5.2 respectively. Section 5.5.3 describes the event selection modifications introduced for the single production mechanism.

5.5.1 Dilepton channel for the pair production hypothesis

In the dilepton channel exactly two same-flavour opposite-sign leptons are selected. These leptons are used to define the \( Z \) boson candidate which is required to satisfy \( |m_{\ell\ell} - m_Z| < 10 \) GeV. At this stage of the analysis \( \sim 12.5 \times 10^6 \) data events are selected which is in agreement with the MC prediction (\( 12.1 \times 10^{-6} \)) within uncertainties dominated at this stage by luminosity uncertainties and lepton reconstruction systematic uncertainties. Events with at least two central jets are selected and divided into three channels based on \( N_{\text{tag}} \). Events with \( N_{\text{tag}} \geq 2 \) define the signal region while events with \( N_{\text{tag}} = 0 \) and \( N_{\text{tag}} = 1 \) define two control regions used for background corrections.

The main background for the dileptonic channel is the \( Z \)+jets background. For this background the \( N_{\text{tag}} = 0 \) region \( Z + light \) will dominate and \( Z + bottom \) will become dominant as the number of \( b \)-tagged jets required increases. This makes this selection sensitive to the heavy-flavour composition of the \( Z \)+jets sample. In order to assess the correct heavy-flavour composition of the \( Z \) +jets background the JetFitter variable was studied. The JetFitter variable is a tagger, similar to the MV1 tagger used in this analysis to define \( b \)-jets, which produces higher values for jets more likely to be tagged as \( b \)-jets. The distribution of the sum of the JetFitter value of the two jets with higher MV1 will group events with more likelihood to contain \( b \)-jets in the higher values of the distributions while events with less \( b \)-jets will populate the lower tails of the distribution. Using this procedure to
Figure 5.11: The sum of the JetFitter value of the two highest MV1 jets is shown for the $N_{\text{tag}} = 0$ (a), $N_{\text{tag}} = 1$ (b) and $N_{\text{tag}} \geq 2$ (c).

separate heavy-flavour composition (shown in Figure 5.11), it can be seen that the default heavy-flavour composition for the SHERPA generator is well modelled within uncertainties.

The MC prediction when using the SHERPA $Z$+jets sample agrees with data within uncertainties while differences are observed when using the ALPGEN sample for which the MC prediction is low by a $\sim 20\%$ and $\sim 15\%$ for the $N_{\text{tag}} = 1$ and $N_{\text{tag}} \geq 2$ categories respectively. Checking a $Z$+jets depleted region, i.e. outside the 10 GeV window around the $Z$ mass peak and requiring $N_{\text{tag}} \geq 2$, where the $t\bar{t}$ background is dominant, a good agreement is found between data and MC which implies that the ALPGEN sample underestimate the $Z$+jets predictions. This differences justify a scaling applied to the $Z$+jets background in order to match the data expectation in a signal depleted region for each $N_{\text{tag}}$ category. The correction is done to the $Z$+jets overall prediction since, as shown before, the default heavy-flavour composition is well modelled. Events which satisfy $p_T(Z) < 100$ GeV are selected and a weight value is defined as

$$\omega_{N_{\text{tag}}} = \frac{N_{\text{data}} - N_{\text{other}}}{N_{Z+\text{jets}}}$$

(5.2)

where $N_{\text{data}}$ is the number of data events, $N_{\text{other}}$ is the number of events from non-$Z$+jets background processes and $N_{Z+\text{jets}}$ is the number of events from $Z$+jets background. Figure 5.12 shows the correction value applied to the $ee$ and $\mu\mu$ channel separately. It can be noticed how the SHERPA sample is almost uncorrected nonetheless the correction is also applied to correct in the same way both generators.

Two uncertainties are associated to this correction and are included in the sys-
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Figure 5.12: Correction values applied to the $Z$+jets background samples for each $N_{\text{tag}}$ category. Correction values for Sherpa and Alpgen are shown (dots) as well as the reweight value derived in a different control region used as a systematic uncertainty (dashed line). Correction values for electrons (a) and muons (b) are shown.

Systeamic uncertainties evaluation:

- The statistical uncertainty of each sample is taken into account when deriving the reweight value. It is represented as error bars in the reweight value shown in Figure 5.12. The difference between the nominal reweight value and the reweight increased and decreased by its error is taken as a systematic uncertainty.

- The choice of the control region also has an impact on the value of the correction applied. A different control region, also depleted in signal, is defined with events satisfying $50 \text{ GeV} \leq p_T(Z) \leq 150 \text{ GeV}$. The difference between the nominal correction and the correction derived in the alternative control region is used as a systematic uncertainty. The reweight value obtained is shown with dashed lines in Figure 5.12.

Figure 5.13 shows the $m(Z)$ distribution for the $N_{\text{tag}} = 1$ region (a) and the $N_{\text{tag}} \geq 2$ region (b).

After the analysis have been divided in different $N_{\text{tag}}$ categories the $p_T$ of the $Z$ candidate (shown in Figure 5.14) is required to satisfy $p_T(Z) > 150 \text{ GeV}$. A trend can be noticed in the background expectation which seems to overestimate high-$p_T$ $Z$ bosons in the $N_{\text{tag}} = 1$ region. When applying the $p_T(Z) > 150$ requirement this trend will result in a global overestimation of $\sim 14\%$ compared with an uncertainty of 8\%. To correct this trend a new correction is applied to the $Z$+jets background.
Figure 5.13: Invariant mass distribution for the dilepton channel in the $N_{\text{tag}} = 1$ region (a) and $N_{\text{tag}} \geq 2$ region (b).

Using the $N_{\text{tag}} = 1$ region as the signal depleted region (with $\sim 10$ signal events and $\sim 5 \times 10^4$ background events) a weight $\omega_i$ is defined as

$$\omega_i = \frac{[N_{\text{data}} - N_{\text{other}}]}{N_{Z+\text{jets}}},$$

for each bin $i$ of the $p_T(Z)$ distribution, in the same way as is done for the previous correction. In order to minimise statistical fluctuations, but still be able to apply the correction derived for each bin, a third degree polynomial is used to fit the correction values. Figure 5.15 shows the correction values derived in the $N_{\text{tag}} = 1$ region for the $ee$ and $\mu\mu$ channel separately. Each event is corrected by the value of the fit for the corresponding $p_T(Z)$ value in the event. For events with a $p_T(Z)$ value above the fitted range the correction is supposed to be constant above the last fitted value. Table 5.2 shows the expected and observed event yields at different stages of the analysis for the $N_{\text{tag}} = 1$ control region. Background event yields are shown before and after the $p_T(Z)$ correction is applied to the $Z+\text{jets}$ background. Table 5.3 shows the predicted and observed event yields for the $N_{\text{tag}} \geq 2$ signal region at different stages of the analysis with both $Z+\text{jets}$ background corrections applied.

Similarly to the first correction, two uncertainties are defined:

- The statistical uncertainty on the correction values related to the finite size of
5.5. Data and Monte Carlo prediction comparison

Figure 5.14: The $p_T(Z)$ distribution is shown for the $N_{\text{tag}} = 1$ region (a) and the $N_{\text{tag}} \geq 2$ region (b).

- The MC samples. The green shaded region in Figure 5.15 (a) and (b) shows the envelope of the fit and variations up and down for each event are done and assigned as systematic uncertainties to the analysis. The uncertainty of the fit represent the actual error for each point.

- In order to evaluate the effect of the control region chosen to derive the correction, an alternative control region populated by events satisfying that $N_{\text{tag}} = 0$ is used to re-derive the correction. The difference between both corrections is used as a systematic uncertainty. Figure 5.15 (c) and (d) show the correction derived in this alternative region.

Figure 5.16 shows the $p_T(Z)$ distribution after the correction is applied.

All the events passing the $p_T(Z) \geq 150$ GeV requirement are then required to satisfy $H_T(\text{jets}) \geq 600$ GeV. Figure 5.17 shows the $H_T(\text{jets})$ distribution for the $N_{\text{tag}} = 1$ (a) and for $N_{\text{tag}} \geq 2$ (b). The final discriminant for the di-lepton channel, the invariant mass of the $Zb$ system, composed by the $Z$ boson candidate and the highest-$p_T$ $b$-jet, is shown in Figure 5.17 (c) and (d), for the $N_{\text{tag}} = 1$ control region and the $N_{\text{tag}} \geq 2$ final signal region respectively.
Figure 5.15: Correction values for the $p_T(Z)$ distribution derived in the $N_{\text{tag}} = 1$ control region (top) and the $N_{\text{tag}} = 0$ region (bottom) for the $ee$ (left) and $\mu\mu$ (right) channel. A third degree polynomial is used to minimize the impact of statistical fluctuations.

5.5.2 Trilepton channel for the pair production hypothesis

The trilepton channel of the analysis targets the vector-like production with three leptons in the final state. This channel has fewer events than the dilepton channel but the relative population of signal events is higher given that trilepton events are less likely to occur in the SM background processes. In particular after selecting a pair of same-flavour opposite-sign leptons with the presence of a third isolated lepton only 1760 data events are selected compared with the $12.5 \times 10^5$ selected events in the dilepton channel. Table 5.4 shows the event yields in the trilepton channel for different stages of the analysis.

Figure 5.18 (a) shows the mass of the $Z$ boson candidate after requiring $|m_{\ell\ell} - m_Z| < 10$ GeV and $N_{\text{lep}} \geq 3$. In the trilepton channel the dominant background is no longer $Z+\text{jets}$ as it was the case for the dilepton channel since this background
process will hardly produce more than 2 leptons. For the trilepton channel diboson processes (mostly $WZ$ and small contribution from $ZZ$ as well) are the dominant SM background along with $t\bar{t} + V$ which becomes more important after requiring $N_{\text{tag}} \geq 1$. Smaller contribution from $ZZ$, $Z$+jets and $t\bar{t}$ processes are included in the Other bkg. category shown in the distribution. Figure 5.18 (b) shows the central jet multiplicity for the trilepton channel before selecting $\geq 2$ central jets.

Figure 5.19 (a) shows the $p_T(Z)$ distribution after requiring $\geq 2$ central jets. Good agreement between data and MC prediction is observed within uncertainties at this stage of the analysis. Events in the trilepton channel are required to satisfy $p_T(Z) \geq 150$ GeV and then two regions are defined based again in the $b$-tagged jet multiplicity. The $N_{\text{tag}} = 0$ region is used to verify background modelling and the $N_{\text{tag}} \geq 1$ is used as signal region. Figure 5.19 (b) shows the $N_{\text{tag}}$ distribution after requiring $p_T(Z) \geq 150$ GeV.

In the trilepton channel the $H_T(\text{jets}) \geq 600$ GeV requirement is dropped and the $H_T(\text{jets} + \text{leptons})$ is used as final discriminant. In this case the $p_T$ of the leptons is included in the definition of $H_T$ in order to introduce the information of the third lepton which is not taken into account when selecting events with $p_T(Z) \geq 150$. Figure 5.20 shows the $H_T(\text{jets} + \text{leptons})$ distribution for the $N_{\text{tag}} = 0$ (a) control region and $N_{\text{tag}} \geq 1$ (b) signal regions. In the $N_{\text{tag}} = 0$ control region a good agreement is observed between observed data events and MC prediction.
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Table 5.2: Predicted and observed number of events in the dilepton channel at different stages of the analysis in the $N_{\text{tag}} = 1$ category. The $Z$+jets predictions, as well as the total background prediction, are shown before and after the $p_T(Z)$ correction described in the text. Reference $B\bar{B}$ and $T\bar{T}$ signal yields are provided for $m_{B/T} = 650$ GeV and $SU(2)$ singlet branching ratios. The uncertainties on the predicted yields include statistical and systematic sources.

<table>
<thead>
<tr>
<th></th>
<th>$Z + \geq 2 \text{ jets (}N_{\text{tag}} = 1\text{)}$</th>
<th>$p_T(Z) &gt; 150 \text{ GeV}$</th>
<th>$H_T(\text{jets}) &gt; 600 \text{ GeV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z$+light</td>
<td>$24000 \pm 1500$</td>
<td>$1940 \pm 190$</td>
<td>$104.6 \pm 8.6$</td>
</tr>
<tr>
<td>$After p_T(Z) \text{ corr.}$</td>
<td>$23600 \pm 1500$</td>
<td>$1700 \pm 150$</td>
<td>$89 \pm 12$</td>
</tr>
<tr>
<td>$Z$+bottom</td>
<td>$24100 \pm 1700$</td>
<td>$1970 \pm 240$</td>
<td>$82.5 \pm 8.0$</td>
</tr>
<tr>
<td>$After p_T(Z) \text{ corr.}$</td>
<td>$23600 \pm 1700$</td>
<td>$1730 \pm 160$</td>
<td>$71 \pm 11$</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>$2850 \pm 230$</td>
<td>$68 \pm 11$</td>
<td>$8.0 \pm 2.9$</td>
</tr>
<tr>
<td>Other SM</td>
<td>$1250 \pm 370$</td>
<td>$180 \pm 60$</td>
<td>$17.9 \pm 5.7$</td>
</tr>
<tr>
<td>Total SM</td>
<td>$52200 \pm 2300$</td>
<td>$4150 \pm 310$</td>
<td>$213 \pm 13$</td>
</tr>
<tr>
<td>$After p_T(Z) \text{ corr.}$</td>
<td>$51300 \pm 2300$</td>
<td>$3690 \pm 230$</td>
<td>$186 \pm 16$</td>
</tr>
<tr>
<td>Data</td>
<td>51291</td>
<td>3652</td>
<td>171</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$B\bar{B}$</th>
<th>$T\bar{T}$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z + \geq 2 \text{ jets (}N_{\text{tag}} \geq 2\text{)}$</td>
<td>$900 \pm 210$</td>
<td>$63 \pm 14$</td>
<td>$4.0 \pm 1.3$</td>
</tr>
<tr>
<td>$Z$+bottom</td>
<td>$4420 \pm 300$</td>
<td>$382 \pm 49$</td>
<td>$19.3 \pm 3.6$</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>$2190 \pm 230$</td>
<td>$33.0 \pm 8.0$</td>
<td>$4.6 \pm 1.5$</td>
</tr>
<tr>
<td>Other SM</td>
<td>$270 \pm 70$</td>
<td>$42 \pm 11$</td>
<td>$4.0 \pm 1.1$</td>
</tr>
<tr>
<td>Total SM</td>
<td>$7780 \pm 440$</td>
<td>$519 \pm 53$</td>
<td>$32.0 \pm 4.2$</td>
</tr>
<tr>
<td>Data</td>
<td>7790</td>
<td>542</td>
<td>31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$BB$</th>
<th>$TT$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z + \geq 2 \text{ jets (}N_{\text{tag}} \geq 2\text{)}$</td>
<td>$18.7 \pm 1.5$</td>
<td>$16.5 \pm 1.4$</td>
<td>$14.2 \pm 1.3$</td>
</tr>
<tr>
<td>$T\bar{T}$</td>
<td>$12.1 \pm 0.8$</td>
<td>$10.0 \pm 0.7$</td>
<td>$8.6 \pm 0.7$</td>
</tr>
</tbody>
</table>

Table 5.3: Predicted and observed number of events in the dilepton channel at different stages of the analysis in the $N_{\text{tag}} \geq 2$ category. The $Z$+jets predictions, as well as the total background prediction, are shown before and after the $p_T(Z)$ correction described in the text. Reference $B\bar{B}$ and $T\bar{T}$ signal yields are provided for $m_{B/T} = 650$ GeV and $SU(2)$ singlet branching ratios. The uncertainties on the predicted yields include statistical and systematic sources.
Figure 5.17: The $H_T$ (jets) (top) and $m(Zb)$ (bottom) distribution are shown for $N_{\text{tag}} = 1$ (left) and $N_{\text{tag}} \geq 2$ (right). The $m(Zb)$ distribution in the $N_{\text{tag}} \geq 2$ region is the final discriminant used for hypothesis testing.

5.5.3 Event selection modification for single production

The selection criteria for the single production mechanism is the same as for the pair production mechanism with a couple modifications. A characteristic feature of singly-produced vector-like quarks is the production of an associated energetic forward light-flavour jet. With this consideration, for both the dilepton and trilepton
Table 5.4: Predicted and observed number of events in the trilepton channel at different stages of the analysis from left to right. The final column represents the signal region for testing the pair production hypotheses. Reference $\bar{B}B$ and $TT$ signal yields are provided for $m_{B/T} = 650$ GeV and $SU(2)$ singlet branching ratios. The uncertainties on the predicted yields include statistical and systematic sources.

<table>
<thead>
<tr>
<th></th>
<th>Trilepton ch.</th>
<th>$\geq 2$ central jets</th>
<th>$p_T(Z) &gt; 150$ GeV</th>
<th>$N_{\text{tag}} \geq 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$WZ$</td>
<td>1170 ± 130</td>
<td>219 ± 32</td>
<td>51.5 ± 8.9</td>
<td>5.8 ± 1.4</td>
</tr>
<tr>
<td>$t\bar{t} + V$</td>
<td>23.5 ± 6.7</td>
<td>22.0 ± 6.3</td>
<td>7.0 ± 2.1</td>
<td>5.8 ± 1.8</td>
</tr>
<tr>
<td>Other SM</td>
<td>435 ± 50</td>
<td>67 ± 13</td>
<td>10.4 ± 9.2</td>
<td>2.6 ± 1.3</td>
</tr>
<tr>
<td>Total SM</td>
<td>1630 ± 170</td>
<td>309 ± 39</td>
<td>69 ± 14</td>
<td>14.3 ± 2.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Data</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1760</td>
<td>334</td>
<td>78</td>
<td>16</td>
</tr>
</tbody>
</table>

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$BB$</td>
<td>5.8 ± 0.4</td>
<td>5.7 ± 0.4</td>
<td>4.99 ± 0.33</td>
<td>4.17 ± 0.30</td>
</tr>
<tr>
<td>$TT$</td>
<td>7.4 ± 0.5</td>
<td>7.4 ± 0.5</td>
<td>6.7 ± 0.5</td>
<td>5.5 ± 0.4</td>
</tr>
</tbody>
</table>

channel, at least one forward jet is required when adapting the selection criteria from the pair production to the single production mechanism. In addition, for single production there is less jet activity in the event which implies that the $H_T$(jets) distribution is not as efficient as for the pair production discriminating signal from background. Due to this, for the dilepton channel the $H_T$(jets) $\geq 600$ GeV requirement is dropped and instead $\geq 1$ forward jet is required. Figure 5.21 (a) and (b) show the forward jet multiplicity distribution in the $N_{\text{tag}} = 1$ control region and $N_{\text{tag}} \geq 2$ signal region respectively for the dilepton channel. These distributions are shown in the same stage of the analysis as the $H_T$(jets) distribution in Figure 5.17. At least one forward jet is required, reducing the background contamination over an order of magnitude while maintaining a large fraction of signal events for the single production hypothesis. Figure 5.21 (c) and (d) shows the invariant mass of the $Zb$ system after requiring at least one forward jet in both $N_{\text{tag}} = 1$ control region and $N_{\text{tag}} \geq 2$ signal region as well.

For the trilepton channel Figure 5.22 shows the forward jet multiplicity in the $N_{\text{tag}} \geq 1$ signal region (a) and the final discriminant $H_T$(jets + leptons) after requiring at least one forward jet (b). The trilepton channel has no sensitivity to the $Bbq$ single production process since trilepton topologies are less favorable. Only the $T\bar{t}q$ process is considered. Table 5.5 shows the observed and expected event yields for the single production hypothesis at different stages of the analysis.
5.5. Data and Monte Carlo prediction comparison

Figure 5.18: The $m(Z)$ (a) and central jet multiplicity distributions (b) are shown for the trilepton channel selection.

Figure 5.19: The $p_T(Z)$ (a) and the $b$-tagged jet multiplicity distributions (b) are shown for the trilepton channel selection. Events in both distributions are required to have $\geq 2$ central jets while events in the $b$-tagged jet multiplicity distribution also satisfy $p_T(Z) \geq 150$ GeV.
Figure 5.20: The $p_T(Z)$ (a) and the $b$-tagged jet multiplicity distributions (b) are shown for the trilepton channel selection. Events in both distributions are required to have $\geq 2$ central jets while events in the $b$-tagged jet multiplicity distribution also satisfy $p_T(Z) \geq 150$ GeV.

### 5.6 Systematic uncertainties

Different sources of systematic uncertainty affect the background and signal yields and also the shape of the final discriminants $m(Zb)$ and $H_T(jets + leptons)$. In order to evaluate this uncertainties, each variation has been applied to the input samples and the full analysis has been performed to each varied sample. The $Z$+jets background corrections presented for the di-lepton channel (the scaling derived for each $N_{tag}$ region and the correction applied to the $p_T(Z)$ distribution) have also been re-derived when taking into account each systematic variation. In this section the different sources of systematic uncertainties are described and Table 5.6 and Table 5.7 show the variation in percentage of each source of systematic uncertainty for the dilepton and trilepton channel respectively.

#### Luminosity

All background sources are normalised to the integrated luminosity of the observed data, $\mathcal{L} = 20.3$ fb$^{-1}$. This luminosity and its uncertainty are estimated using the same procedure as ref. [92] and the uncertainty is measured to be 2.8% which translate into a global normalisation uncertainty for all background and signal samples.
5.6. Systematic uncertainties

The cross section of each background and signal sample also has a given uncertainty which is taken into account [115, 127, 128, 140]. The cross section uncertainty for the Z+jets background is not considered since it is been normalised by the background corrections applied. Nonetheless cross-section uncertainties from other backgrounds impact the yields of the Z+jets background indirectly through these corrections. While for the dilepton channel the impact is small (0.7% uncertainty

Figure 5.21: The forward jet multiplicity (top) and the invariant mass of the Zb system (bottom) distributions after requiring Z+ ≥ 2 central jets, \( p_T(Z) \geq 150 \text{ GeV} \) and \( N_{\text{tag}} = 1 \) (left) and \( N_{\text{tag}} \geq 2 \) (right) are shown. The predicted \( T\bar{b}q \) signal assumes a coupling parameter \( \lambda_T = 2 \), while the predicted \( B\bar{b}q \) signal assumes a coupling parameter \( X_{bb} = 0.5 \).
Figure 5.22: The forward jet multiplicity (a) and the $H_T$ (jets + leptons) (b) distributions after requiring $Z+\geq 2$ central jets, $p_T(Z)\geq 150$ GeV and $N_{\text{tag}} \geq 1$ are shown. At least one forward jet is required for events in the $H_T$ (jets + leptons) distribution as well. The predicted $T\bar{b}q$ signal assumes a coupling parameter $\lambda_T = 2$.

in the total background yields) this uncertainty is the dominant one in the trilepton channel. The uncertainties for the two main background sources in the trilepton channel are the following: for the $t\bar{t} + V$ processes is conservatively assessed to be 30% [128] and the uncertainty for the $WZ$ background is estimated as 50% × $H_T$ (jets + leptons) / 1 TeV following ref. [141].

Jet reconstruction

Different factors affect the jet reconstruction and they impact the final observable of the analysis. Jets are reconstructed from topological energy deposition in the calorimeter and when the energy of the jet is measured a correction scale is applied to the energy (jet energy scale) in order to account for difference between data and MC [108]. This uncertainty varies between 0.8% and 6% for different values of the $p_T$ and $\eta$ of the jet under consideration. Additional uncertainties associated with pile-up events can be as large as 5%. An addition uncertainty of up to 2.5% depending on the $p_T$ of the jet is applied to $b$-tagged jets. The jet energy resolution has been measured in di-jets events and agrees with prediction from MC simulation within 10%. To evaluate this uncertainty the jet energy is smeared accordingly. The uncertainty associated with the jet reconstruction efficiency, evaluated in minimum-bias and dijet events, is taken into account by randomly removing simulated jets. In
Table 5.5: Number of predicted and observed dilepton and trilepton channel events after the final selection for testing the single-production hypotheses, which includes a forward-jet requirement. The expected yield of $T\bar{b}q$ and $B\bar{b}q$ events is listed for $SU(2)$ singlet $T$ and $B$ quarks with a mass of 650 GeV and for reference mixing parameters. The predicted contribution of pair-production events in the single-production signal regions is also provided. The uncertainties on the predicted yields include statistical and systematic sources.

<table>
<thead>
<tr>
<th>Dilepton channel</th>
<th>Trilepton channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z$ + light</td>
<td>$WZ$</td>
</tr>
<tr>
<td>$Z$ + bottom</td>
<td>$t\bar{t} + V$</td>
</tr>
<tr>
<td>$tt\bar{t}$</td>
<td>$tt\bar{t}$</td>
</tr>
<tr>
<td>Other SM</td>
<td>Other SM</td>
</tr>
<tr>
<td>Total SM</td>
<td>Total SM</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Data</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B\bar{b}q$ ($X_{bb} = 0.5$)</td>
<td>1.88 ± 0.27</td>
<td>1.88 ± 0.27</td>
</tr>
<tr>
<td>$T\bar{b}q$ ($\lambda_T = 2$)</td>
<td>7.7 ± 1.0</td>
<td>7.7 ± 1.0</td>
</tr>
<tr>
<td>$T\bar{b}q$ ($\lambda_T = 2$)</td>
<td>3.1 ± 0.5</td>
<td>3.1 ± 0.5</td>
</tr>
</tbody>
</table>

For $B\bar{b}q$ ($X_{bb} = 0.5$), the observed yield is 1.88 ± 0.27, and for $T\bar{b}q$ ($\lambda_T = 2$), the observed yield is 7.7 ± 1.0.

Corrections for $b$-tagging efficiencies

The $b$-tagging algorithms are complex algorithms that provide an easy way to identify if a given jet is tagged as coming from a $B$ meson. Detailed studies have been performed to derive calibration factors for different operation points providing different $b$-tagging efficiencies [110, 111]. Efficiencies for tagging $b$-jets ($c$-jets) are
corrected by $p_T$-dependent factors in the range 0.9–1.0 (0.9–1.1), whereas the light-jet efficiency is corrected by $p_T$- and $\eta$-dependent factors in the range 1.2–1.5. The uncertainties in these corrections are between 2–6% for $b$-jets, 10–15% for $c$-jets, and 20–40% for light jets.

**Lepton reconstruction and trigger**

In order to correct differences observed between data and MC simulation on the electron and muons reconstruction efficiencies as well as the single-lepton trigger efficiency used in this analysis, different scale-factors are applied to simulated events. The uncertainties on these correction scale-factor are taken into account and, when combined, they contribute to an uncertainty on the final signal and background estimates at the level of 5%. The energy scale and resolution of leptons have been determined using data events containing leptonic $Z$ bosons and corrections factors have been applied to simulated events in order to correct for differences between data and MC predictions [99–101]. As it was done for jet energy scale and resolution the uncertainties on the lepton energy scale are taken into account repeating the event selection varying the momentum of the lepton accordingly and the uncertainties on the lepton momentum resolution are taken into account smearing the lepton momentum according to the corresponding uncertainty. The impact of the momentum resolution uncertainty was evaluated by smearing the lepton momentum in simulation accordingly. The lepton momentum uncertainties contribute to an uncertainty on the final signal and background estimates at the level of 1%.

**Systematic uncertainties related to $Z$+jets modelling**

Two systematic uncertainties are related with the $Z$+jets background corrections and are explained in detail in Section 5.5.1. The first one is related with the statistical uncertainty of the correction values themselves. In order to take this uncertainty into account the complete event selection is passed over the corrected samples varying the correction factor up and down by the statistical uncertainty. The second uncertainty is related to the choice of control region where the correction is derived. For the first correction where the $N_{\text{tag}}$ multiplicity is rescaled to match data in a control region defined by events with $p_T(Z) \leq 100$ GeV a different control region is defined as events with $50 \leq p_T(Z) \leq 150$. The $Z$+jets samples are rescaled using the scale values derived in this region and all the event selection is applied again. The difference between the nominal correction and this new correction is treated as the uncertainty related to the selection of a given control region. The same procedure
5.7. Results

The final discriminant distribution for the dilepton and trilepton channel for pair production are shown in Figures 5.17 (d), 5.20 (b) while the final discriminant for both channel in the case of the single production hypothesis are shown in Figures 5.21 (d) and 5.22 (b). A good agreement is seen between observed data events and expected background simulated events. This agreement is also seen in the final

Table 5.6: The fractional uncertainties (%) in the yields of signal and background events after the final dilepton channel selection for testing the pair production hypotheses. The signals correspond to $SU(2)$ singlet $T$ and $B$ quarks with a mass of 650 GeV.

<table>
<thead>
<tr>
<th>Fractional uncertainties (%)</th>
<th>$Z$+jets</th>
<th>$tt$</th>
<th>Other bkg.</th>
<th>Total bkg.</th>
<th>$BB$</th>
<th>$TT$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminosity</td>
<td>1.4</td>
<td>2.8</td>
<td>2.8</td>
<td>0.3</td>
<td>2.8</td>
<td>2.8</td>
</tr>
<tr>
<td>Cross section</td>
<td>5.5</td>
<td>6.4</td>
<td>29</td>
<td>0.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Jet reconstruction</td>
<td>13</td>
<td>10</td>
<td>14</td>
<td>11</td>
<td>2.0</td>
<td>2.1</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>9.1</td>
<td>13</td>
<td>9.9</td>
<td>5.7</td>
<td>7.2</td>
<td>5.9</td>
</tr>
<tr>
<td>$e$ reconstruction</td>
<td>2.9</td>
<td>16</td>
<td>5.9</td>
<td>4.6</td>
<td>2.5</td>
<td>1.5</td>
</tr>
<tr>
<td>$\mu$ reconstruction</td>
<td>3.8</td>
<td>7.8</td>
<td>7.2</td>
<td>4.2</td>
<td>3.2</td>
<td>1.3</td>
</tr>
<tr>
<td>$Z$+jets $p_T(Z)$ correction</td>
<td>9.0</td>
<td>-</td>
<td>6.5</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>$Z$+jets rate correction</td>
<td>6.9</td>
<td>-</td>
<td>5.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>MC statistics</td>
<td>5.0</td>
<td>25</td>
<td>12</td>
<td>5.4</td>
<td>2.4</td>
<td>2.9</td>
</tr>
</tbody>
</table>

is used to assign an uncertainty to the $p_T(Z)$ correction. The nominal correction is derived in the $N_{\text{tag}} = 1$ control region and for the alternative control region $N_{\text{tag}} = 0$ is used. The difference again is treated as the systematic uncertainty.

Uncertainties related to the factorisation, renormalisation and matching scale as well as the uncertainty related to the PDF set used were also studied for the $Z$+jets Monte Carlo generation using SHERPA. In order to evaluate these uncertainties dedicated samples were produced varying the factorisation and renormalisation scale by a factor 2 up and down as well as changing the matching scale from the baseline value ($Q = 20$ GeV) to $Q = 15$ GeV. These uncertainties were found to be, at most 10% for the di-lepton channel. The PDF uncertainties where found to have an impact of 1% in the most extreme case. Since the uncertainties defined in the $Z$+jets corrections already cover the uncertainties related with the background modelling they were not included in the final analysis.

5.7 Results
Table 5.7: The fractional uncertainties (%) in the yields of signal and background events after the final trilepton channel selection for testing the pair production hypotheses. The signals correspond to SU(2) singlet $T$ and $B$ quarks with a mass of 650 GeV.

<table>
<thead>
<tr>
<th></th>
<th>$WZ$</th>
<th>$tt + V$</th>
<th>Other bkg.</th>
<th>Total bkg.</th>
<th>$BB$</th>
<th>$TT$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminosity</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
</tr>
<tr>
<td>Cross section</td>
<td>17</td>
<td>30</td>
<td>8.9</td>
<td>21</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Jet reconstruction</td>
<td>5.4</td>
<td>1.2</td>
<td>8.1</td>
<td>3.1</td>
<td>4.0</td>
<td>1.8</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>13</td>
<td>3.6</td>
<td>13</td>
<td>6.7</td>
<td>5.6</td>
<td>5.5</td>
</tr>
<tr>
<td>$e$ reconstruction</td>
<td>9.3</td>
<td>3.9</td>
<td>37</td>
<td>11</td>
<td>5.9</td>
<td>12</td>
</tr>
<tr>
<td>$\mu$ reconstruction</td>
<td>14</td>
<td>3.9</td>
<td>18</td>
<td>4.2</td>
<td>6.2</td>
<td>5.7</td>
</tr>
<tr>
<td>MC statistics</td>
<td>11</td>
<td>3.1</td>
<td>27</td>
<td>6.6</td>
<td>4.8</td>
<td>8.3</td>
</tr>
</tbody>
</table>

The $\text{CL}_S$ method [142, 143] (briefly described in Appendix D) is used to evaluate the compatibility of the observed data with the background-only and signal-plus-background hypotheses. The shape of the final discriminant is used and a binned Poisson likelihood is performed where the statistical test is defined as a log-likelihood ratio function

$$-2 \ln \left( \frac{L_{s+b}}{L_b} \right)$$

where $L_{s+b}$ is the Poisson probability to observe data under the signal+background hypothesis while $L_b$ is the probability to observe data under the background only hypothesis. Poisson pseudo-experiments are generated for the two hypothesis and the impact of the systematic uncertainties is evaluated in both the normalisation and shape of the final discriminant, which is done when producing the pseudo-experiment varying each bin content accordingly.

### 5.7.1 Limits on the pair production hypothesis

Figure 5.23 (a) and (b) show the cross section upper limit at a 95% CL for the pair production hypothesis of vector-like $T$ for the singlet and the doublet ($T, B$)
Table 5.8: Observed (expected) 95% CL limits on the $T$ and $B$ quark mass (GeV) assuming pair production of $SU(2)$ singlet and doublet quarks, and using the dilepton and trilepton channels separately, as well as combined.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Singlet mass limit [GeV]</th>
<th>Doublet mass limit [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dilepton</td>
<td>Trilepton</td>
</tr>
<tr>
<td>$BB$</td>
<td>690 (665)</td>
<td>610 (610)</td>
</tr>
<tr>
<td>$TT$</td>
<td>620 (585)</td>
<td>620 (620)</td>
</tr>
</tbody>
</table>

benchmark models respectively. The upper limit cross section is shown as a function of the mass of the vector-like quark with the uncertainty bands for $\pm 1\sigma$ and $\pm 2\sigma$ in green and yellow. The theoretical cross section derived with Top++ is shown in red with an uncertainty corresponding to PDF$+\alpha_s$ and scale uncertainties. The trilepton and dilepton channel are combined for the cross section limit evaluation. The observed (expected) limit on the mass of an $SU(2)$ singlet $T$ quark is 655 GeV (625 GeV), while the observed (expected) limit on the mass of a $T$ quark in a $(T,B)$ doublet is 735 GeV (720 GeV). Table 5.8 shows the excluded mass for the vector-like $T$ and $B$ for the dilepton and trilepton channel separately and assuming singlet and doublet benchmark models.

Figure 5.23 (c) and (d) show the cross section upper limit at a 95% CL for the pair production of vector like $B$ quark for the singlet and the $(B,Y)$ double model respectively. In this case the $(B,Y)$ double has been used because the $(T,B)$ doublet only present charged current decays and thus this analysis has no sensitivity to it. The observed (expected) limit on the mass of an $SU(2)$ singlet $B$ quark is 685 GeV (670 GeV), while the observed (expected) limit on the mass of a $B$ quark in a $(B,Y)$ doublet is 755 GeV (755 GeV). The dilepton and trilepton channel are again combined to evaluate the limits and Table 5.8 shows the lower mass bounds for the dilepton and trilepton channel separately as well as the combination.

It can be noticed (comparing expected limits) how the dilepton channel drives the sensitivity of the analysis for the $B\bar{B}$ production while it is the trilepton channel which is more sensitive for the $T\bar{T}$ production. The final discriminant of the dilepton channel, the $m(Zb)$ distribution, represents the invariant mass of the $B$ quark while for the case of a $T$ quark a $W$ boson is missing from the decay $(T \rightarrow tZ \rightarrow WbZ)$. This implies, as can be noticed in Figure 5.17 (d), that the $m(Zb)$ distribution has more discriminating power when considering $B\bar{B}$ than when considering $T\bar{T}$. The addition of the trilepton channel with a different final discriminant improves the
final result for the \( T\bar{T} \) production.

In addition to lower bounds on the vector-like quarks mass for the singlet and doublet benchmark models a scan in all possible branching ratios for the decay modes (\( Z \), \( W \) and \( H \)) has been performed and lower bounds for the vector-like quark mass are given using the combination of both dilepton and trilepton channel. Figure 5.24 shows the expected (a) and observed (b) lower limit on \( m(T) \) for all possible branching ratios. The branching ratio for \( T \rightarrow Wb \) increases along the \( x \) axis while the branching ratio of \( T \rightarrow Ht \) increases along the \( y \) axis. Since all the branching ratios must sum to unity, the diagonal represent the branching ratio of \( T \rightarrow Zt \). It can be noticed how the sensitivity increases in the lower left corner where high branching ratios to the \( Z \) decay mode are found reaching a maximum lower bound of 809 GeV (811 GeV) for the observed (expected) limit. Figure 5.25 shows the same results considering vector-like \( B \) instead. The higher sensitivity can be found again for high branching ratios to the \( Z \) decay mode with a maximum observed (expected) limit of 787 GeV (820 GeV).

### 5.7.2 Limits on the single production hypothesis

In the case of the single production hypothesis the cross section upper limits for the \( pp \rightarrow T\bar{b}q \) and \( pp \rightarrow B\bar{b}q \) at a 95\% CL are shown in Figure 5.26. The upper limit is multiplied by the branching ratio to the \( Z \) boson decay mode. In the case of the vector-like \( T \) limits are given for the combination of the di-lepton and tri-lepton channel while for the vector-like \( B \) only the di-lepton channel is used since the tri-lepton channel has no sensitivity to this process.

The sensitivity of the analysis to constraints on the coupling parameter \( \lambda_T \) of the chosen composite Higgs model was assessed. In this model, the SM \( t_R \) is a partialy-composite state after EWSB. The composite part of \( t_R \) is parametrised by an angle \( \theta \) which is assumed to be small in the definition of the \( \lambda_T \) parameter, which is not the case for small masses and high values of \( \lambda_T \) (discussed in [144]). This implies that for the mass range considered in the analysis values of \( \lambda_T > 1.5 \) are not physical. Values of \( \lambda_T < 1.5 \) are neither observed not expected to be excluded by the current sensitivity of the analysis for the single production hypothesis. The sensitivity of the coupling parameters \( V_{Tb} \) and \( X_{Bb} \) has been also assessed for the \( T\bar{b}q \) and \( B\bar{b}q \) processes in the singlet model and no expected sensitivity is found for the \( T \) or \( B \) quark for values of \( V_{Tb} < 1 \) and \( X_{Bb} < 0.5 \). Only values of \( V_{Tb} \) as low as 0.7 are observed to be excluded due to a small downward fluctuation in data relative
Figure 5.23: Observed and expected upper limit at 95% CL on the cross section for pair production of vector-like $T$ for the singlet (a) and the $(T, B)$ doublet (b) and vector-like $B$ for the singlet (c) and $(B, Y)$ (d) doublet.
Figure 5.24: Observed and expected lower mass limit for the mass of the vector-like $T$ quark at a 95% CL presented as a function of the branching ratios for the $W$ and $H$ decay modes.
Figure 5.25: Observed and expected lower mass limit for the mass of the vector-like $B$ quark at a 95% CL presented as a function of the branching ratios for the $W$ and $H$ decay modes.
Figure 5.26: Observed and expected upper limit at 95% CL in the cross section for single production of $B\bar{b}q$ (a) and $T\bar{b}q$ (b) processes is shown. The upper limit cross section is multiplied by the branching ratio to the $Z$ decay mode. The benchmark coupling parameters $\lambda_T = 2$ and $X_{B\bar{b}} = 0.1$ are used for the $T\bar{b}q$ and $B\bar{b}q$ processes respectively.

to background in the mass range of 450–650 GeV.

5.8 Analysis role in current VLQ searches

Several models predict the presence of vector-like quarks which is why both ATLAS and CMS collaborations are committed with several analysis trying to cover as much phase space as possible searching for them. A great job has been done in Run-1 in vector-like quark searches and it is still being done preparing for searches in Run-2 in order not only to increase the reach of the searches but also in providing the results in the most useful format for the community to make use of them.

The analysis presented in this thesis is part of the set of analysis performed by the ATLAS Collaboration searching for both vector-like $B$ and $T$ [26, 43–45]. The different analyses are designed to target several final states topologies in order to have greater sensitivity to each corner of the branching-ratio plane (as shown in Figures 5.25 and 5.24). This analysis is the only one sensitive to high branching ratios to the $Z$ decay channel covering the lower left corner. As part of the work done in the scope of this thesis the results from all analyses in the ATLAS collaboration were taken into account to produce the summary results which represent the most up-to-date results in the search for pair production of vector like quarks scanning all
possible branching-ratios which are shown in Figures 5.27 and 5.28 for vector-like $T$ and $B$ respectively. The figures represent the most stringent lower mass limit for each branching ratio taking into account all the published results of the ATLAS Collaboration. As can be seen vector-like $T$ quarks with masses below $\sim 740$ GeV are excluded for any branching ratio while masses below $\sim 940$ GeV are excluded for high branching ratios for the Higgs decay mode. In the case of vector-like $B$ masses below $\sim 800$ GeV are excluded for high branching-ratios to the $Z$ and $W$ as well as in the limit of $BR(B \rightarrow Zb) \rightarrow 0$ which are the regions covered by the different analyses. Lower sensitivity is found for high branching-ratios to the Higgs boson decay mode since no dedicated search has been performed. Appendix E shows the results with the different analyses shown in different colors.

The CMS collaboration also has a complete set of vector-like quark searches covering several final states topologies in order to cover all possible branching-ratios. The combined final results [47, 48] on the observed and expected lower bound in the mass of the vector-like $T$ and $B$ is shown in Figures 5.29 and 5.30 respectively. CMS excludes vector-like $T$ with masses below 720 GeV for all possible branching ratios with higher sensitivity for high branching-ratios to the $W$ decay channel where the lower bound limit goes up to 920 GeV. For the case of vector-like $B$, masses below 740 GeV are excluded for all possible branching ratios with high sensitivity to both the $H$ and $W$ decay modes where the lower bound increases up to 900 GeV and 850 GeV respectively.

The analysis presented in this thesis was also the first approach to search for the single production mechanism. As higher masses of the vector-like quarks are being excluded single production becomes more important\textsuperscript{5}. The ATLAS collaboration recently published a new result focused on singly-produced vector-like $B$ [46] which shows that the Collaborations are starting to search for the single-production mechanism.

It is important to mention that not only vector-like $B$ and $T$ with electric charge $-1/3$ and $2/3$ respectively are being searched for. Analyses from ATLAS [44] and CMS [49] have also set limits on the mass of the $T_{5/3}$ vector-like quark, with an exotic electric charge of $5/3$, excluding masses below 840 GeV and 800 GeV respectively.

In summary, the analysis presented in this thesis is a key part of the set of

\textsuperscript{5}At the beginning of Run-2 pair production will be the main production mechanism since the gain in center-of-mass energy makes pair production dominant again at the mass range under consideration.
analyses published by the ATLAS Collaboration being the only one which covers the region for high branching ratios to the $Z$ decay mode and presents the most stringent limits for this channel.
Figure 5.28: The most stringent observed (a) and expected (b) lower mass limit at 95% CL for pair production vector-like $B$ using all the published ATLAS results from vector-like quarks searches.
Figure 5.29: The most stringent observed (a) and expected (b) lower mass limit at 95% CL for pair production vector-like $T$ using all the published ATLAS results from vector-like quarks searches [48].
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Figure 5.30: The most stringent observed (a) and expected (b) lower mass limit at 95% CL for pair production vector-like $B$ using all the published ATLAS results from vector-like quarks searches [47].
Chapter 6

Heavy gluon impact in vector-like quark searches

In Chapter 5 the search for pair and single production of vector-like quarks, with at least one of them decaying to a $Z$ boson, was presented. Both single and pair production mechanisms were taken into account being the first analysis approaching the single production mechanism. The main concern when presenting the results of a given search is to provide them in a way that the theory community can use, regardless of the particular model being considered. For single production it is particularly challenging because one should take the most model independent approach possible but, at the same time, the production cross section is model dependent since it is the VLQ EW couplings with the gauge bosons what controls the cross section. Different approaches have been discussed, and still are under study, in order to be able to provide results in the most useful way. The best approach seems to report results on the mixing between SM quarks and VLQs ($\theta_{L,R}$ as shown in Section 2.2.1) instead of the coupling itself.

In the case of pair production it is easier to be rather model independent since the process is mediated via QCD interactions. Nonetheless this might not be entirely the case since a new vector resonance can be present in the model, changing the pair production rate. This is the case of the heavy gluons presented in Section 2.2.2. In this chapter, the impact of a heavy gluon, on the context of CHM, in VLQ searches [145] will be presented. After discussing the details of the CHM model used for this study, the signal and background MC samples which have been generated will be presented. The main goal of this work is to find the possible kinematical differences between the pair production with and without heavy gluon. The
first approach will be to see the behaviour of both production mechanisms at the parton level. After that, a full analysis chain will be introduced taken into account hadronisation and detector simulation. Finally the results will be presented and the limits published by the ATLAS and CMS collaborations will be reinterpreted for the case in which a heavy gluon is included.

### 6.1 Heavy gluon in CHM

For this study the MCHM, in particular the MCHM4 presented in Section 2.2.2, with the addition of a heavy gluon, is used. As a reminder, in this model the RH SM top quark is fully composite. The LH components of the SM quarks transform in a 5 representation of $SO(5)$ while the top partners transform in a 4 representation of $SO(4)$

$$Q_L^5 = \frac{1}{\sqrt{2}} \begin{pmatrix} ib_L \\ b_L \\ it_L \\ -t_L \\ 0 \end{pmatrix}, \quad \Psi = \frac{1}{\sqrt{2}} \begin{pmatrix} i(B - X_{5/3}) \\ B + X_{5/3} \\ i(T + X_{2/3}) \\ -T + X_{2/3} \end{pmatrix}. \quad (6.1)$$

The relevant part of the lagrangian, in the elementary-composite basis, reads

$$\mathcal{L} = \bar{q}_L i \slashed{D} q_L + \bar{t}_R i \slashed{D} t_R + \bar{\Psi} i (\slashed{D} + i \gamma^5) \Psi - M_\Psi \bar{\Psi} \Psi$$

$$+ \left[ i c_1 (\bar{\Psi}_R)^T d^\mu \gamma^\mu t_R + y f (\bar{Q}_L^5)^T U_{15} \Psi_R^I + y c_2 f (\bar{Q}_L^5)^T U_{15} t_R + \text{h.c.} \right]$$

$$- \frac{1}{2} \text{Tr}[G_{\mu\nu}^e]^2 - \frac{1}{2} \text{Tr}[G_{\mu\nu}^c]^2 + \frac{1}{2} M_c^2 \left( G_{\mu}^e - \frac{g_e}{g_c} G_{\mu}^c \right)^2. \quad (6.2)$$

where the elementary and composite gluons, $G^e$ and $G^c$ respectively, can be expressed in the physical basis via the rotation

$$\begin{pmatrix} G_{\mu}^e \\ G_{\mu}^c \end{pmatrix} = \begin{pmatrix} \cos \theta_3 & -\sin \theta_3 \\ \sin \theta_3 & \cos \theta_3 \end{pmatrix} \begin{pmatrix} g_{\mu} \\ G_{\mu} \end{pmatrix}, \quad (6.3)$$

where the rotation angle is related to the ratio between the elementary and composite gluon coupling $\tan \theta_3 = g_e/g_c$. After this rotation the massless SM gluon is introduced, $g_{\mu}$, as well as the heavy gluon $G_{\mu}$, whose mass is defined as

$$M_G = \frac{M_c}{\cos \theta_3}. \quad (6.4)$$
For this study the parameters of the model have been set to

\[ g_c = 3, \quad f = 800 \text{ GeV}, \quad c_1 = 0.7, \quad c_2 = 1.7, \quad (6.5) \]

where the value of \( g_c \), which mainly affects the cross-section of the pair-produced VLQs. The value for \( g_c \) has been fixed to 3 to study the effect of the heavy gluon in different kinematics observables and it has been varied in \( 2 \leq g_c \leq 5 \) to get the bounds on \( M_G \) from current vector-like searches and the early Run-2 expectations (as will be discussed in detail in Section 6.4.2). The parameter \( y \) measures the degree of compositeness of the LH top quark and it is fixed by the top mass. It is sensitive to the value of \( c_2 \) with a small dependence on the values of the top partners mass. The top partners masses considered in this study have been chosen to be \( 600 \text{ GeV} \leq M_\Psi \leq 1.6 \text{ TeV} \) in steps of 100 GeV. For these mass values the \( y \) parameter ranges from \( y \approx 0.95 \) to \( y \approx 0.61 \). The degree of compositeness of the LH top quark, defined as

\[ s_L = \frac{y f}{\sqrt{y^2 f^2 + M_\Psi^2}}, \quad (6.6) \]

ranges from \( s_L = 0.78 \) and \( s_L = 0.29 \). The masses of the heavy gluons used for this analysis are chosen to be \( 1.5 \text{ TeV} \leq M_G \leq 4.5 \text{ TeV} \) in steps of 500 GeV.

A final remark must be maid about the model used in this analysis. The large couplings of the heavy gluon with the composite sector and the high number of possible decays translate into a naturally wide heavy gluon [146–148]. Due to the rapid decay of the PDFs, wide heavy gluons will produce top partners decays more similar to the QCD continuum than narrower ones. In order to make the differences, if any, between QCD only and pair production including a heavy gluon more visible, the couplings of the heavy gluon with the composite sector (including the top quark and the LH component of the bottom quark) are scaled down, when necessary, to maintain the heavy gluon width being a 20% of its mass. These scales are done only to emphasise possible kinematic differences; if no kinematical difference is found in this setup it will not be visible when the full width is taken into account.

### 6.2 Signal and background MC generation

In order to generate MC samples of the model presented in the previous section, an Universal Feynrules Output [149] (UFO) mode has been implemented using Feynrules [150]. The MadGraph 5 [117] generator has been used for the parton level generation while Pythia 6 [113] and Delphes 3 [151] have been used for the
hadronisation and fast detector simulation of the ATLAS detector respectively. For the detector simulation the default ATLAS configuration file included in the Delphes distribution has been used, defining the R parameter in the FastJet [105] algorithm for the jets and b-jets to 0.4; the b-tagging efficiency has been set to 70% and the mistag probabilities for c-jets and light-quark/gluon jets have been set to 20% and 0.7%, respectively. A total of 300k events have been produced for each pair of masses \((M_Q, M_G)\), where \(Q\) runs over all top partners in the model, including all possible decays channels. The MC production has been replicated in three different scenarios: pair production of vector-like quarks via QCD only (labelled as QCD), via heavy gluon only (labelled HG) and considering both QCD and HG production mechanisms, with the proper interference included (labelled QCD+HG).

In order to recast the search presented in Chapter 5 (which will be explained in detail in Section 6.3.3) including the heavy gluon, the two main backgrounds of the analysis have been generated using the same tools as for the signal production.

For the \(Z+\text{jets}\) background two matched LO samples of \(Z+bb\) and \(Z+cc\) have been generated with up to three extra jets in the final state. The generation was divided into two subsamples: a sample with \(H_T(\text{jets}) < 300 \text{ GeV}\) and a complementary sample with \(H_T(\text{jets}) > 300 \text{ GeV}\). This was done to ensure enough statistic in the high \(H_T(\text{jets})\) region. A small statistics sample was generated of \(Z+\text{light}\) to test the sensitivity of the analysis. It was found to be negligible (almost no event passed the \(\geq 2b\)-jets selection) and thus it has not been included in the analysis. The full statistics samples for the \(Z+\text{jets}\) background contain a total of \(\sim 14\) million events for the \(Z+bb\) sample and \(\sim 3\) million events for the \(Z+cc\) sample.

The \(t\bar{t}\) sample was generated at NLO with MadGraph 5, using MadSpin [152] to generate the dileptonic decay of the \(t\bar{t}\) events. The hadronisation and detector simulation have been performed with the same tools as before. A total of \(\sim 4\) millions of events have been generated.

Each event generation has been done for two center-of-mass energy configurations (8 and 13 TeV) in order to assess both the actual sensitivity of the analysis and to estimate the sensitivity of early Run-2 analyses to the presence of heavy gluons. Each sample has been normalised to the proper cross section provided by MadGraph.

### 6.3 Comparison of kinematical distributions

The purpose of this study is to find if current VLQ analyses would be sensitive to the presence of a heavy gluon in the pair production mechanism. If that would
be the case, dedicated searches would need to be designed in order to fully exploit the differences. Furthermore, if an evidence of signal is found in any top partner search, these deviations from the pair production mediated only by QCD, would be an evidence of heavy gluon as well. On the other hand, if no differences are found the efficiencies of the currently designed and published analyses are likely to be very similar when considering the heavy gluon and therefore, setting bounds on the heavy gluon mass would be straightforward since the only effect would be a rescale in the production cross-section.

First, several kinematical distributions are shown at parton level to evaluate the possible differences without hadronisation or detector simulation effects. After this comparison has been made, hadronisation and detector simulation are introduced to check the impact on each kinematical distribution. The recast of the analysis presented in Chapter 5 is done afterwards to see the impact of the heavy gluon in a realistic scenario.

### 6.3.1 Kinematical differences at parton level

In this section the kinematical differences at the parton level, observed in the pair production of $X'_{2/3}$ via QCD only and including the heavy gluon in the $s$-channel are presented. In order to disentangle the origin of any possible kinematical difference the three production mechanisms (QCD, HG and QCD+HG) will be studied separately. Also, each kinematical distribution is shown for $\sqrt{s} = 8$ and 13 TeV.

In experimental searches it is common to start looking at objects which are closest to the detector since they are easier to reconstruct. Focusing on the $Z$ decay of the $X'_{2/3}$ ($X'_{2/3} \rightarrow Zt \rightarrow ZW^+b$), the $p_T(Z)$ would be an example since it is rather easy to reconstruct with a pair of same-flavour opposite-sign leptons. Figure 6.1 shows the $p_T(Z)$ distribution\(^1\) for the masses $M_G = 3.5$ TeV and $M_{X'_{2/3}} = 1$ TeV. These masses have been chosen as benchmark because they are outside the current excluded region and present a sizeable contribution from the HG channel.

Small differences can be observed between QCD and HG but they are almost negligible (even now at the parton level) when comparing QCD and QCD+HG (both at 8 and 13 TeV), which represent the realistic scenario since, if the heavy gluon is present, it will show together with QCD production. The same behaviour has been

---

\(^1\)For all the figures in this section the panels on the left correspond to the distribution properly normalised to its cross section while the panels on the right correspond to unit-normalise distributions to better evaluate the shape differences; the panels on the top show the distribution at $\sqrt{s} = 8$ TeV while in the bottom $\sqrt{s} = 13$ TeV is shown.
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Figure 6.1: Distribution of the $Z$ boson transverse momentum for $\sqrt{s} = 8$ TeV (top) and 13 TeV (bottom) at parton level with $M_G = 3.5$ TeV and $M_{X'_{2/3}} = 1$ TeV.

...found in other distributions of objects close to the detector such as $p_T$ of the leptons coming from the decay of the $Z$ boson or in the $p_T$ of the boson present in other decay channels. Only the $p_T(Z)$ distribution is shown as an example since it is an important variable in the analysis presented in the previous Chapter.

This behaviour is expected since objects further up in the decay chain would be more sensitive to the presence of the heavy gluon. Figure 6.2 and 6.3 show $p_T(X'_{2/3})$ and $M_{X'_{2/3}}$ respectively for the same masses as before. As expected, when moving from the $Z$ boson up in the decay chain to the $X'_{2/3}$ quark, bigger differences start to appear. These differences are also larger for 13 TeV than for 8 TeV. This can be understood when looking at Figure 6.3 and comparing the distribution for 8 TeV (top) and 13 TeV (bottom). At 8 TeV there is not enough energy to produce on-shell heavy gluons and most of the time it is produced off-shell, as can be seen looking at the HG curve. The off-shell heavy gluon produces a top partner spectrum...
closer to the QCD continuum. On the other hand, at 13 TeV the increase in energy makes it possible for the heavy gluon to be produced on-shell, generating harder top partners. Of course, there is a balance between the best observable to look for differences and what can be achieved in a real analysis. Reconstructing the full decay chain for both top partners to be able to find a heavy gluon candidate turns out to be a rather ambitious goal due to the high number of topologies in play. Furthermore, the more complex the reconstruction the more degradation is introduced by hadronisation and detector effects in the different observables involved in such reconstruction.

Figure 6.2: $X_{2/3}^2 p_T$ distribution for $\sqrt{s} = 8$ (top) and 13 TeV (bottom) at parton level with $M_G = 3.5$ TeV and $M_{X_{2/3}^2} = 1$ TeV.

Until now, the usual behaviour found is that the presence of a heavy gluon produces harder top partners. Nonetheless it is worth noting that it might not be the case. With a heavy gluon of $M_G = 3.5$ TeV, as chosen for the benchmark in this analysis, a VLQ with mass $M_{X_{2/3}^2} = 1$ TeV is always allowed to be produced
on-shell. An interesting situation occurs when the mass of the heavy gluon is below the kinematical threshold to produce a pair of VLQ (i.e. $M_G < 2M_{X'_{2/3}}$) and the HG production dominates over QCD\textsuperscript{2}. In this scenario the presence of a heavy gluon will translate into softer VLQs than expected in the QCD case as can be seen in Figure 6.4 which show both the $p_T(X'_{2/3})$ and $M_{X'_{2/3}}X'_{2/3}$ distributions at 8 TeV (for this case the 13 TeV distributions don’t show any difference) for a pair of masses $M_G = 2.5$ TeV and $M_{X'_{2/3}} = 1.3$ TeV.

\textsuperscript{2}As the mass of the heavy gluon increases the production for QCD dominates due to the rapid decay of the PDFs. On the other hand, as the mass of the top partners increases the coupling with the composite sector increases making the HG production dominate over QCD.
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6.3.2 Kinematical differences after detector simulation

After showing the effect of the heavy gluon at the parton level in the previous section, the effects of hadronisation and detector simulation are now taken into account. After hadronisation and detector simulation are introduced the different particles in each event needs to be properly reconstructed. As mentioned before, trying to reconstruct the full decay chain of both top partners is too ambitious for Run-1 or early Run-2 analyses. Instead, the decay $X'_{2/3} \rightarrow Zt \rightarrow ZbW$ will be reconstructed assuming hadronic decays of the $W$ boson. First, a selection is applied in which each event must contain at least a pair of same-flavour opposite-sign leptons satisfying $|M_{\ell\ell} - M_Z| < 10$ GeV which will define the $Z$ candidate. Then, events are required
to have at least 4 jets and at least 2 $b$-jets. For each event passing the selection, a modified $\chi^2$ is used to identify the best object combination to reconstruct each particle. For a particle $X$ which decays to two particles $i, j$ the modified $\tilde{\chi}^2_X$ is defined as

$$\tilde{\chi}^2_X = \frac{(M_{ij} - M_X)^2}{\sigma^2_X} \Delta R(i, j), \quad (6.7)$$

where $M_{ij}$ is the invariant mass of the $i, j$ system, $M_X$ is the mass of the particle $X$, $\sigma_X$ is its width and $\Delta R(i, j)$ is the angular separation between the two decay products. For each event all the possible combinations of jets and $b$-jets are done and the one that minimises

$$\left(\tilde{\chi}^2_W + \tilde{\chi}^2_t\right) \Delta R(Z, t). \quad (6.8)$$

is chosen as the correct one. The $\Delta R$ term in the $\tilde{\chi}^2_X$ definition is used to include the angular separation between the decay products in the object reconstruction.

After detector simulation is applied and the event reconstruction is done, the previous differences seem to almost disappear. Figure 6.5 shows different distributions for the benchmark pair of masses ($M_G = 3.5$ TeV and $M_{X_{2/3}} = 1$ TeV) and $\sqrt{s} = 13$ TeV, which showed greater differences at the parton level. Figure 6.5(a) shows the invariant mass of the $X_{2/3}$ candidate to show that the top partner mass is correctly recovered after the reconstruction. In Figures 6.5(b), (c) and (d) the $p_T(Z)$, $p_T(X_{2/3})$ and $H_T$ (jets) are shown. As it can be seen no difference is observed when comparing the QCD and QCD+HG expectation. This seems to point out that, in a realistic scenario, the impact of the heavy gluon in the final discriminant is negligible and thus it would be straightforward to reinterpret the results only with a change in the cross-section.

When comparing the different production mechanisms in this section, different effects have been included: hadronisation, detector simulation and the event reconstruction itself; this makes unclear what is the main process responsible for the disappearance of the differences observed at the parton level. In order the find which effect is responsible, the $p_T(X_{2/3})$ distribution has been obtained step by step, which are defined as follows:

- **Parton level**: this corresponds to the distribution showed in the previous

---

3This selection will be better explained in the next section when this reconstruction is used to evaluate the impact on a realistic scenario.
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Figure 6.5: Kinematical distributions after detector simulation for $\sqrt{s} = 13$ TeV with $M_G = 3.5$ TeV and $M_{X'_2/3} = 1$ TeV. The distributions shown are the invariant mass of the objects reconstructing $X'_2/3$ (top left), the $Z$ boson transverse momentum (top right), the reconstructed $X'_2/3$ transverse momentum (bottom left) and $H_T$ (bottom right). All distributions are normalised to unit area.

- **Truth matching**: in this case the FastJet algorithm has been used to do the clustering of the particles after hadronisation, without including the effects of the detector simulation. The two jets closest to the $W$ boson and the jet closest to the $b$-jet decaying from the top are matched, rejecting those which are outside a cone of $\Delta r > 1$ from each particle. This provides a method to evaluate the impact of hadronisation alone.

- **Reco (no Delphes)**: here the reconstruction algorithm presented in this
section is applied using the jets created for the previous scenario. The Z
candidate is chosen based on parton level information. This procedure allows
to evaluate the effect of the reconstruction itself without including detector
simulation.

- **Reco (with Delphes):** this correspond the final distribution as shown in
  Figure 6.5(c) including the entire simulation chain.

These steps are all shown in Figure 6.6 for QCD (a), HG (b) and QCD+HG (c)
showing that while the QCD channel shows no different at each step and QCD+HG
shows a mild difference, the biggest one is found in the HG channel. A sequential
degradation can be observed with each step contributing to the softening of $p_T(X'_{2/3})$.
Nonetheless it is the reconstruction itself which seems to be drifting the distribution
towards the QCD region. This can be better understood in Figure 6.6(d) where the
mass of the reconstructed $W$ boson is shown for the Truth matching and Reco (no
Delphes) cases. For the truth matching scenario, it can be seen that there is a peak
at the $W$ mass but also a secondary peak at $m_t$ (even a small bump at the $X'_{2/3}$
mass). This implies that in a considerable amount of events\footnote{The 52% of the events with $M(W) < 220$ GeV will give a $W$ mass which peaks at the SM top mass.} the two jets which have
been reconstructed closest to the $W$ boson decay products do not reconstruct a $W$
boson but a top quark instead, i.e. boosted topologies are present. This secondary
peak disappears after the usual reconstruction is done, which is expected since this
reconstruction algorithm is designed to group objects to produce a given mass. In
this case, the differences might be recovered using a reconstruction method which
uses larger jets and jets substructure variables. Nonetheless this is beyond the scope
of this analysis which aims to study the impact on currently published analysis or
early Run-2 analyses.

### 6.3.3 Recasting of the VLQ searches at the LHC

The goal of this section is to evaluate the impact of the heavy gluon in a realistic
scenario. As seen in the previous section, after hadronisation and detector simula-
tion is introduced, the differences observed at the parton level are washed out. In
this case, the efficiencies of a given analysis, and therefore the experimental sensi-
tivity, are likely to be very similar in models with and without heavy gluons in the
spectrum.
Figure 6.6: The $p_T(X'_{2/3})$ distribution at parton level (blue line), reconstructed using truth matching and FastJet clustering (green line), using the reconstruction algorithm presented in the paper without detector simulation (yellow line) and using the full analysis chain as presented in the paper (black line). The distribution is shown in the three possible scenarios, i.e. only QCD (a), only HG (b) and QCD+HG (c). The mass of the reconstructed $W$ boson (d) is shown, only for the HG channel, comparing the truth matching step and the reconstruction algorithm without Delphes.

In order to assess the impact of the small differences remaining, a recast of the analysis presented in Chapter 5 is done. The same selection criteria presented in the previous chapter will be applied to the signal and background samples and the expected limits will be derived in two different ways to identify the effect of the heavy gluon. The first approach is to compute the limits performing the analysis for the models in which both $X'_{2/3}$ and the heavy gluon are included. For the second approach the limits are derived assuming only QCD production and that the only effect of the heavy gluon is a rescaling of the cross-section to the corresponding
value when including the heavy gluon. These limits will be computed for each pair of masses and represented in the $M_{X^{2/3}} - M_G$ plane. If the effect of the heavy gluon is not visible both limits are expected to be similar while divergences between both limits will be seen otherwise.

As before, the benchmark masses used to show the background and signal comparison are $M_{X^{2/3}} = 1\,\text{TeV}$ and $M_G = 3.5\,\text{TeV}$, although all masses have been analysed to be able to derive the limits at the end. The event selection is the same as shown in Table 5.1: the $Z$ boson candidate is reconstructed with a pair of same-flavour opposite-sign leptons with an invariant mass satisfying $|M_{\ell\ell} - M_Z| < 10\,\text{GeV}$. After the $Z$ boson has been defined, events are selected with at least 2 jets, at least 2 $b$-jets, with a $Z$ boson candidate with $p_T(Z) > 150\,\text{GeV}$ and $H_T(\text{jets}) > 600\,\text{GeV}$. For this selection criteria the Table 6.1 show the efficiency after each cut applied comparing the QCD and QCD+HG channels. As expected, the efficiencies are similar for both channels which implies that it is likely that limits will not show any difference when including the heavy gluon.

<table>
<thead>
<tr>
<th>Selection</th>
<th>QCD cut efficiency (%)</th>
<th>QCD+HG cut efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leptonic $Z$</td>
<td>1.28</td>
<td>1.36</td>
</tr>
<tr>
<td>$\geq 2$ jets</td>
<td>99.82</td>
<td>99.90</td>
</tr>
<tr>
<td>$\geq 2$ $b$-jets</td>
<td>64.25</td>
<td>64.00</td>
</tr>
<tr>
<td>$p_T(Z) &gt; 150,\text{GeV}$</td>
<td>93.09</td>
<td>92.50</td>
</tr>
<tr>
<td>$H_T &gt; 600,\text{GeV}$</td>
<td>94.19</td>
<td>93.42</td>
</tr>
</tbody>
</table>

Table 6.1: Event selection and cut efficiencies for both QCD and QCD+HG productions at $\sqrt{s} = 8\,\text{TeV}$ for $M_G = 3.5\,\text{TeV}$ and $M_{X^{2/3}} = 1\,\text{TeV}$. Each efficiency is derived based on the number of events which passed the cut before. The efficiency of the first cut includes the leptonic BR of the $Z$.

Figure 6.7 show the background and signal comparison (both for QCD and QCD+HG) at different stages of the analysis with all the distributions normalised to unit area. The $b$-jet multiplicity is shown in (a) after requiring a $Z$ candidate and at least 2 jets, the $p_T(Z)$ distribution is shown in (b) after requiring at least 2 $b$-jets, the $H_T(\text{jets})$ distribution is shown in (c) after selecting events with $p_T(Z) > 150\,\text{GeV}$ and the final discriminant, $M(Zb)$ is shown in (d) after the full selection is applied. As can be seen, no significant difference is found in the signal shapes when including the heavy gluon.

After the full selection has been applied the CL$\_s$ method is used to compute the VLQ mass limit as a function of $M_G$, shown in Figure 6.8(a), in the two ways
6.3. Comparison of kinematical distributions

Figure 6.7: Comparison between signal (QCD and QCD+HG) and background for the b-jet multiplicity, \( p_T(Z) \), \( H_T \) (jets) and the final discriminant \( M(Zb) \). Distributions are shown for \( \sqrt{s} = 8 \) TeV and \( M_G = 3.5 \) TeV and \( M_{X^2/3} = 1 \) TeV.

mentioned before. The solid purple line corresponds to the bounds computed when properly including the heavy gluon in the signal hypothesis. The green line, labeled as Scaled QCD limit, corresponds to the bounds computed assuming that the experimental sensitivity is the same in the QCD and QCD+HG production mechanisms. Figure 6.8(b) illustrates the second method in which the intersection between the experimental upper limit in the production cross section at a 95% C.L., when assuming only QCD, and the theory curves for different values of \( M_G \) defines the lower bound in \( M_{X^2/3} \) for each mass of the heavy gluon. As can be seen, both methods provide nearly identical results. This indicates that with the current analyses\(^5\) the already published experimental limits can be used to set bounds on the mass of

\(^5\)Assuming that the VLQ is not reconstructed and that no boosted techniques are used.
the heavy gluon. In Figure 6.8(a) are also shown the limits for the QCD only case (dotted blue line) and the limit reported for the dilepton channel in the ATLAS analysis (dashed red line). The agreement of both values, including also the limit for high \( M_G \), show the consistency of the results.

Figure 6.8: The 95% confidence level (C.L.) lower limits in the \( M_G - M_{X'_{2/3}} \) plane (a) computed with the two methods discussed in the text. The limit reported by ATLAS (\( \sqrt{s} = 8 \text{ TeV} \)) in dashed red and the corresponding number obtained with the recast of the analysis in dashed blue are also shown. The 95% C.L. upper limits on the pair production cross section as a function of \( M_{X'_{2/3}} \) (b) assuming QCD production (solid black) with 1- and 2-\( \sigma \) bands in blue, together with the theoretical production cross sections in the model for different values of \( M_G \) are represented.

The recast of the analysis presented in Chapter 5 shows that there is no sensitivity to the presence of a heavy gluon. Nonetheless, the \( X'_{2/3} \) is not reconstructed and the expected differences after detector simulation are not expected to be large. In order to try to exploit the small differences found after detector to better evaluate the impact of a heavy gluon a more sophisticated analysis has been developed. The event selection is slightly modified and the \( X'_{2/3} \) is reconstructed using the same procedure shown in Section 6.3.2. The \( Z \) boson candidate is reconstructed in the same way as before. Once the \( Z \) boson is identified, events are required to have at least 4 jets, with at least 2 of them being \( b \)-tagged jets. The jet multiplicity selection is increased from the \( \geq 2 \) jets requirement used in the ATLAS analysis given that for the signal considered in this analysis a higher jet multiplicity is expected. At least one pair of the selected jets is required to have an invariant mass inside a 10 GeV window of the \( W \) mass and the two leptons decaying from the \( Z \) boson are required to satisfy \( \Delta R(\ell_1, \ell_2) < 1.5 \). Finally the cut on the \( H_T \) (jets) variable is dropped. The two
last cuts are introduced in order to still reduce the background contribution while leaving the $p_T(Z)$ and $H_T$ (jets) variables with discriminant power. The reason to do this is that a multivariate analysis (MVA) is used after the final selection has been applied in order to exploit the small differences that can appear in different variables instead of using only one discriminant variable.

The MVA used is a neural network (NN) implemented using the TMVA\cite{153} using 7 inputs variables (shown in Figure 6.9): Jet multiplicity, $p_T(t)$, $p_T(X'_{2/3})$, $p_T(Z)$, $H_T$, $M_{X'_{2/3}}$ and $p_T^{align}$. $p_T^{align}$ is a variable that is sensitive to both the energy of the decay products of the vector-like quark and the angular separation between them. It increases as we move to a more boosted regime and is defined as

$$p_T^{align} = \frac{\sqrt{p_T(Z)^2 + p_T(W)^2 + p_T(b)^2}}{\max(\Delta R(X'_{2/3}, Z), \Delta R(X'_{2/3}, W), \Delta R(X'_{2/3}, b))}. \hspace{1cm} (6.9)$$

These variables are selected to provide good discrimination between signal and background and for their potential to provide discrimination between both production mechanisms (QCD and QCD+HG).

The NN first needs to be trained with a subset of signal and background events to learn to recognise signal and background events. This training is done for each pair of masses $M_G - M_{X'_{2/3}}$ separately. After the NN has been trained a test run is done with the remaining events to ensure that no overtraining (or undertraining) is present\footnote{Overtraining or undertraining might appear when the algorithm fails to properly recognise signal and background events producing a bias in the output to the signal or background region respectively.}. The training events for signal and background are taken to be randomly selected from all the available events, splitting the sample in half. The output of the NN for the training and tests set of events, both for the signal and background samples, presented the same behaviour without any bias observed.
Figure 6.9: The 7 inputs for the NN are shown for the benchmark masses $M_G = 3.5$ TeV and $M_{X_{2/3}} = 1$: Jet multiplicity (a), $p_T(t)$ (b), $p_T(X_{2/3})$ (c), $p_T(Z)$ (d), $H_T$ (e), $M_{X_{2/3}}$ (f) and $p_T^{align}$ (g).
Finally, the NN output (shown in Figure 6.10 (a) for the benchmark masses) is used to derive the limits in the $M_G - M_{X_{2/3}}^{2/3}$ plane. These limits are shown in Figure 6.10 (b) and, even though the MVA analysis seems to be more sensitive to small variations, the difference between the properly computed limit, taking into account the presence of HG, and the one in which the QCD experimental limit is used is only marginal. Thus, the conclusion drawn from the previous analysis that one can simply take the experimentally published limits that assume QCD production and use them to compute the bounds on models with a heavy gluon seems to be robust and apply also to more sophisticated analyses with a richer object reconstruction.

![Figure 6.10: The output of the NN (a) for the masses $M_G = 3.5$ TeV and $M_{X_{2/3}}^{2/3} = 1$ TeV is shown. The background estimation corresponds to the training done in the QCD+HG case. The 95% C.L. lower limit on $M_{X_{2/3}}^{2/3}$ as a function of $M_G$ (b) for $\sqrt{s} = 8$ TeV with the full run-1 integrated luminosity is also shown. The green line shows the lower mass limit assuming that the only effect is an increase in the cross section and the purple line shows the lower mass limit when considering the correct cross section upper limit for each pair of masses.](image)

### 6.4 Limits on heavy gluons from VLQ searches

After showing that the presence of a heavy gluon does not modify the efficiencies, and hence the final results on the limits obtained by different analyses, this section aim to reinterpret the results published by the ATLAS and CMS collaborations for direct searches of VLQs and extract the current bounds to the mass of the heavy gluon and the VLQs which appear in the model at hadns. The results will be presented in the $M_G - M_Q$ plane, where $Q$ runs for all the VLQ present in the
spectrum. Afterwards the same analysis presented in the previous section, using the NN is applied to 13 TeV signal and background samples to evaluate the reach of early Run-2 VLQ searches with an integrated luminosity of 10 fb$^{-1}$, which correspond to a realistic expectation for early Run-2 data.

### 6.4.1 Current limits

From the study shown in this chapter one can extract the conclusion that the presence of a heavy gluon does not impact the performance of a given analysis\(^7\). In this case a reinterpretation of the results can be done by only rescaling the cross section accordingly for each VLQ and heavy gluon mass.

There are two main obstacles which were found when attempting to do this reinterpretation. The first one is that even though the heavy gluon does not change the efficiencies of a given analysis, the decay BR for the VLQ does. This is due to the contamination from other decay channels into the one for which an analysis is designed to be most sensitive to. In this aspect, if the decay BRs for the VLQ implemented in a given analysis are not compatible with the ones presented by the model described in this section the efficiencies of the analysis will change, leading to different results when including this signal hypothesis. For this reinterpretation, a given published analysis has been used if the BR of the channel the analysis is most sensitive to is equal or smaller than the BR in the CHM5\(_4\) model. When the BR is the same than the one predicted by the CHM5\(_4\) the reinterpretation is straightforward. If the BR is smaller, the results are scaled up to match the BR of the CHM5\(_4\). This approach provides a conservative bound since a lower or equal global efficiency than the one obtained with the model at hands is assumed, due to the contamination from channels with lower efficiency.

The second obstacle is that, usually, results are reported for only one given VLQ, nonetheless several VLQ may appear in the same model and sometimes a given analysis won’t be able to distinguish between two different VLQs. In the model used in this section the VLQs can be organised in two groups: the $X_{5/3}$ and $B$, both decaying exclusively to $Wt$, which unless specific reconstruction is done for each VLQ to identify the charge of the lepton decaying from the $W$, they are difficult to distinguish (a detailed study on how to identify different top partners at

\(^7\)It is important to remember that this statement is valid for analysis in which no boosted variables, such as jets substructures, are used as was shown in Section 6.3.2. This is the case for the Run-1 analyses and a realistic scenario for early Run-2 analyses, so this conclusion remains valid for the study shown in this section.
the LHC can be found in [42]); the second group is formed by $X'_{2/3}$ and $T'$ which have the exact same decay patterns and therefore are undistinguishable. In the CHM5$_4$ used in this section, the $X_{5/3}$ and the $X'_{2/3}$ are degenerate and lighter than $T'$ and $B$. In the region of parameter space that which is being considered the mass splitting is of the order of 10%, which is large enough to make interference effects small but not so large that two distinct peaks would show up in the relevant distributions. Furthermore, the heavier ones, $T'$ and $B$, are heavy enough to make their contribution to the total cross section much smaller than the one from the lighter ones, $X_{5/3}$ and $X'_{2/3}$. In the searches to which both contribute. The $T'$ mass as function of the $X'_{2/3}$ mass is shown in Figure 6.11 (a) for the masses considered in this analysis. In these circumstances, the global efficiencies are likely to be insensitive to the presence of both quarks simultaneously. In order to quantify this difference, the MVA has been repeated including the two $2/3$ quarks in the same signal modelling and evaluating the limits in this case for a selected set of masses. The results, in Figure 6.11 (b), show that the efficiencies in both cases are very similar. The 95% C.L. cross-section upper limit as a function of $M_{X'_{2/3}}$ is shown considering only the $X'_{2/3}$ (black line) with $\pm 1\sigma$ band in blue and including both the $X'_{2/3}$ and the $T'$ (black dots). The theory curve in red is the cross section considering only $X'_{2/3}$ while the green line shows the cross-section when including both VLQs. It can be seen how, for the 13 TeV case for which the differences are expected to be larger, the expected limits are compatible within uncertainties and the intersection between both curves and each of the expected limits are compatible as well. Therefore, it is a good approximation to derive the mass limit overlying the total cross-section curve over published limits where only one VLQ has been taken into account.

The published analyses which have been used to derived the current bounds on the VLQ and heavy gluon masses have been the following. Starting from the $B$ quark, the analyses presented in [44] (ATLAS) and [154] (CMS) have been used. The analysis published by ATLAS has a lower BR to the $W$ channel than the one predicted by the model at hands. However, the analysis is most sensitive to the $W$ channel and, as discussed before, a conservative bound can be establish rescaling the published results to the needed 100% BR. For the case of the CMS analysis the results are already published with a 100% BR to the $W$ channel. Unfortunately, the $B$ masses considered in this analysis are heavier than the ones to which these analysis are sensitive to. However, in some cases the limits can be stablished. For instance, using the ATLAS results some values of $M_B$ can be excluded ranging from
Figure 6.11: The $M_{T'}$ mass as a function of $M_{X'_{2/3}}$ mass (a) for the chosen parameters and the comparison between the 95% C.L. experimental limit obtained assuming only $X'_{2/3}$ production (black solid line) and assuming production of both $X'_{2/3}$ and $T'$ (black dots) are shown. The solid red line represents the cross section of pair production of $X'_{2/3}$ only while the dashed green line represent the cross section of pair production of both $X'_{2/3}$ and $T'$. In this figure $\sqrt{s} = 13$ TeV have been chosen since larger differences are observed. The benchmark mass for the heavy gluon $M_G = 3.5$ TeV is shown.

$M_B \simeq 750$ GeV for $M_G = 4$ TeV to $M_B \simeq 1$ TeV for $M_G = 2$ TeV. Using the CMS results we can excluded values of $M_B$ ranging from $M_B \simeq 800$ GeV for $M_G = 3$ TeV to $M_B \simeq 950$ TeV for $M_G = 2$ TeV. These limits have been found for $g_c = 3$. 
For the $X'_{2/3}$ and $T'$ quarks the results in [43] (ATLAS) and [155] (CMS) have been used. The ATLAS results contain a combination of two analyses that target decays of the VLQ into $H$ and $W$, respectively. Since charged current decays are not present for the $X'_{2/3}$ and $T'$ quarks in the present model the results quoted for the doublet (with a 50% BR to the $Z$ and $H$ channels) only in the $H$ channel have been used. The CMS analysis reports limits for a 2:1:1 BR pattern into $W$, $H$ and $Z$, respectively, and the analysis used is very sensitive to the $Z$ channels. Thus, their results have been scaled to our BR as discussed above. The results can be found Figure 6.12 (a) for different values of $g_c$. These results can be transformed in limits to the mass of the $T'$, shown in Figure 6.12 (b) using the dependency shown in Figure 6.11. In the case of the $X_{5/3}$ the same ATLAS analysis used for the $B$ quark also published results for the search of a vector-like quark with an electric charge of $5/3$ assuming a BR of 100% to $Wt$. The CMS analysis [49] searching for VLQ with an electric charge of $5/3$ in the same-sign dilepton final state has been also used. They assume a 100% BR into $Wt$ which make their results straightforward to reinterpret. The mass limits can be found in Figure 6.12 (c).

6.4.2 Early Run-2 expectations

Once the current bounds on VLQ and heavy gluon masses have been derived for the CHM54 model the next step is to evaluate what would be the reach of the early analyses performed with Run-2 data. The idea of this study is not only to see how the current bounds are expected to improve with early Run-2 data ($L = 10$ fb$^{-1}$ and $\sqrt{s} = 13$ TeV) but to se if the higher center-of-mass energy will introduce any kinematical differences that can be observed after the full analysis chain.
Figure 6.12: The 95% C.L. lower limits on the $M_G - MX'_{2/3}$ (a), $M_G - MT'$ (b) and $M_G - MX'_{5/3}$ (c), derived from full Run-1 published data ($\sqrt{s} = 8$ TeV), for different values of $g_c$ are shown. The filled orange and green region represent the limits for CMS and ATLAS, respectively, assuming QCD production of $X'_{2/3}$ and $T'$ for figures (a) and (b), and $X'_{5/3}$ in figure (c).
The analysis performed in this case is the same as described in Section 6.3.3 using the same MVA. The limits are then computed in the two different ways as previously described to assess the impact of the heavy gluon in the sensitivity of the analysis. The results are shown in Figure 6.13 in which the same color coding has been used: the solid purple line represents the mass limits at a 95% C.L. when the heavy-gluon is properly considered for each mass and the dotted green line represents the mass limit assuming that the only change introduced by the heavy gluon is a rescale of the cross-section. The dashed blue line shows the QCD only mass limit for $M_{\tilde{X}^{2/3}}$.

There are two points worth emphasising. The first one is about the impact of the heavy gluon in the pair production mechanism at 13 TeV. The expected limit assuming only QCD production and rescaling the production cross-section accordingly for each pair of masses is perfectly compatible with what is found when properly introducing the heavy gluon in the signal hypothesis. This points out that the design of the current analysis are likely insensitive to the presence of a heavy gluon at least in the early days of Run-2. The second important point is that, even with only an integrated luminosity of $10^{-1}$, which is likely to be achieved in the next year (Figure 6.14 shows the current integrated luminosity when this thesis was written), the limits to the mass of both the VLQ and the heavy gluon show a significant improvement. The expected limits on the mass of the VLQ with
early Run-2 data are in the range of \( \sim 820 - 1160 \) GeV, to be compared with the \( \sim 600 - 1000 \) GeV seen at \( \sqrt{s} = 8 \) TeV. A similar improvement can be expected with respect to the complete current limits presented in Fig. 6.12. Given these two points, it is clear that as soon as the experimental collaborations publish their results on VLQ production during Run-2, they can be easily translated to bounds on the parameter space of models with heavy vectors in the spectrum.

![Figure 6.14](image.png)

(a)

Figure 6.14: Integrated luminosity collected for stable beams of \( pp \) collision during 2015 at \( \sqrt{s} = 13 \) TeV.
Chapter 7

Conclusions

In the present thesis, three different aspects of high energy physics were covered: a more technical work in the ATLAS Tile Calorimeter, a search for new quarks in multilepton final states using LHC data collected by ATLAS and a phenomenology study on the interpretation of the current searches for vector-like quarks at the LHC.

On the technical side, the work directly related with the detector has been presented in Chapter 4. A proper characterisation of the noise in the Tile Calorimeter is crucial in order to improve the object reconstruction. All the studies were performed at 50 ns bunch spacing with a few runs at 25 ns, getting a glimpse of the impact it could have on the energy measurements for each cell of the calorimeter. Now that Run-2 has started and 25 ns has become the default bunch spacing in the LHC, the conditions under which the ATLAS detector will operate will be even harder. A new noise estimator was presented, the quantiles estimator. The work is now in progress in order to include the noise estimation provided by this method into MC simulated events to evaluate the impact and jet reconstruction.

The second part covered in this thesis is the analysis of data collected by the ATLAS detector. As previously mentioned, the SM represents a triumph for our understanding of elementary particles and their interactions. Nonetheless, one could not do anything but ask for an answer to the unsolved problems which still remain. As such, the search for vector-like quarks has been developed, in order to explore a new phase space region opened with the 8 TeV data. Different parts of the analysis were developed, from the signal modelling and validation for the pair production mechanism to the final results published in November of 2014. The analysis was divided in the dilepton and trilipeton channel and it was decided to approach, for the first time, the single production mechanism. The analysis is part of the ATLAS...
strategy for VLQ searches and it is the only one covering the region with high branching ratios to the $Z$ decay. The final results show that no significant deviation from the SM expectation is found for the data analysed. The combination of the dilepton and trilepton channel was used to report the final results. For the pair production mechanism observed (expected) limits were set at a 95% C.L. for the vector-like $T$, excluding masses below 655 GeV (625 GeV) for singlet and 735 GeV (720 GeV) for doublet, and excluding masses of the vector-like $B$ below 685 GeV (670 GeV) for singlet and 755 GeV (755 GeV) for doublet. These results are summarised along with the rest of the analyses in Figures 5.28 and 5.27.

Various tools have been developed under the scope of this thesis. Particularly of note are the analysis interface and common tools used by the group involved in the multilepton $Z$-tag analysis as well as other vector-like quark searches within the ATLAS Collaboration. As mentioned before, the signal production and validation were done at the beginning of the analysis for the pair production mechanism. Afterwards, the data pre-processing tools were developed to produce the analysis inputs used for the rest of the groups working on the analysis. In order to correct the $Z$+jets background as explained in the text, a correction tool was developed and maintained. The task of producing the summary results (Figures 5.28 and 5.27) was also completed and the code to analyse the results from the different groups and produce the summary results was developed becoming the official tool for the 2D branching ratio figures.

The third part of the work of this thesis is the phenomenological study presented in Chapter 6. Along with vector-like quarks, which are predicted by CHM as fermion resonances, heavy vector resonances, heavy gluons, may appear as well. The question is if the eventual kinematic effects of a heavy gluon in the pair production of vector-like quarks are significant enough to have an impact on current searches or if it might be the case for early Run-2 data. Signal hypotheses including heavy gluon and only QCD pair production, as well as the proper combination of both, including the appropriate interference, were generated. After an intensive study of different kinematical distribution before and after detector simulation it was found that the kinematical difference that can be observed at the parton level almost disappear after detector simulation is introduced. Even with a more sophisticated analysis in which a neural network was used to exploit the small differences between several inputs distributions, the effect of a heavy gluon was not observed in the final results. This implies that current VLQ results can be used to set bounds on the masses of
VLQs and heavy gluons expected by the model, which was also done.

It was shown that for the masses and energies considered, a significant amount of the events presented boosted topologies. It might be the case that using jet substructure variables or larger jets some of the differences might be recovered, although it was beyond the scope of the work. Nonetheless it is important to keep an eye on boosted topologies, will surely become relevant in Run-2 given the increased center-of-mass energy and the range of masses that will be considered ($\sim 1$ TeV).

Run-2 has already started but it is still in the beginning. For now, masses of vector-like quarks have been excluded between $\sim 750$ GeV and $\sim 1$ TeV. Vector-like quarks appear in models trying to solve the naturalness problem and fix the quadratic divergences of the Higgs sector. Nonetheless, this remains interesting if VLQ masses are not in the multi-TeV scale. With the higher energies achieved in Run-2 the gap between the current excluded masses and the $\sim 2$ TeV edge might be covered. If that is the case, then they will be either discovered or stronger limits will be set on their masses.

In summary, the LHC is a powerful machine which is able to answer questions such as is the Higgs boson there?, but it is also capable of inspiring new ones as new horizons are being explored.
Appendix A

Noise vs $\langle \mu \rangle$ using the quantiles estimator

In this appendix a complete overview of the noise as a function of $\langle \mu \rangle$ with the quantiles estimator is shown. Figures A.1, A.2, A.3 and A.4 show the noise for the cells in the layer A, BC, D and E (gap/crack scintillating cells) respectively.
Figure A.1: Noise dependence with $\langle \mu \rangle$ for the different TileCal cells in the layer A using the quantiles estimator. Data collected a 8 TeV with a bunch-spacing of 50 ns has been analysed. The information for different partitions and modules has been integrated.
Figure A.2: Noise dependence with $\langle \mu \rangle$ for the different TileCal cells in the layer BC using the quantiles estimator. Data collected a 8 TeV with a bunch-spacing of 50 ns has been analysed. The information for different partitions and modules has been integrated.
Figure A.3: Noise dependence with $\langle \mu \rangle$ for the different TileCal cells in the layer D using the quantiles estimator. Data collected at 8 TeV with a bunch-spacing of 50 ns has been analysed. The information for different partitions and modules has been integrated.

Figure A.4: Noise dependence with $\langle \mu \rangle$ for the different TileCal cells in the special layer using the quantiles estimator. Data collected at 8 TeV with a bunch-spacing of 50 ns has been analysed. The information for different partitions and modules has been integrated.
Appendix B

Data MC comparison using the ALPGEN generator

As mentioned in Chapter 5 the default generator used for the \(Z+\text{jets}\) background modelling was Sherpa. This decision was made based on a better description of the observed data (as can be seen in the corrections applied to the \(N_{\text{tag}}\) distribution in Figure 5.12) and the higher statistic available for that generator. Nonetheless, \(Z+\text{jets}\) samples generated with ALPGEN were compared in parallel to check that everything was consistent. In this appendix the comparison between the observed data and the expected background contribution using the ALPGEN samples is shown at different stages of the analysis. The corrections shown in Chapter 5 were applied as well to the ALPGEN samples. The invariant mass of the \(Z\) boson candidate is shown in Figure B.1 for the \(N_{\text{tag}} = 1\) (a) and \(N_{\text{tag}} \geq 2\) (b) regions after the first correction was applied. The \(p_T(Z)\) distribution is shown in Figure B.2 for both control regions \(N_{\text{tag}} = 1\) (a) and \(N_{\text{tag}} \geq 2\) (b) before the \(p_T(Z)\) correction is applied. The same distribution is shown in Figure B.3 after the \(p_T(Z)\) correction is applied. Finally, the \(H_T(\text{jets}) (m(Zb))\) distribution is shown in the top (bottom) panels in Figure B.4 for the \(N_{\text{tag}} = 1\) and \(N_{\text{tag}} \geq 2\) categories in the left and right panels respectively. In these final stages of the analysis the lack of statistic in the ALPGEN sample is clearly seen.
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Figure B.1: Invariant mass distribution for the dilepton channel in the $N_{\text{tag}} = 1$ region (a) and $N_{\text{tag}} \geq 2$ region (b). The ALPGEN generator has been used to generate the $Z+\text{jets}$ background samples.

Figure B.2: The $p_T(Z)$ distribution is shown for the $N_{\text{tag}} = 1$ region (a) and the $N_{\text{tag}} \geq 2$ region (b) before the $p_T(Z)$ correction is applied. The ALPGEN generator has been used to generate the $Z+\text{jets}$ background samples.
Figure B.3: The $p_T(Z)$ distribution is shown for the $N_{\text{tag}} = 1$ region (a) and the $N_{\text{tag}} \geq 2$ region (b) after the $p_T(Z)$ correction is applied. The ALPGEN generator has been used to generate the $Z+$jets background samples.
The $H_T$ (jets) (top) and $m(Zb)$ (bottom) distribution are shown for $N_{\text{tag}} = 1$ (left) and $N_{\text{tag}} \geq 2$ (right). The $m(Zb)$ distribution in the $N_{\text{tag}} \geq 2$ region is the final discriminant used for hypothesis testing. The ALPGEN generator has been used to generate the $Z$+jets background samples.
Appendix C

Software tools

Different software tools have been developed to produce the results obtained in this thesis. In this appendix a quick overview of the most important ones is presented.

New Physics Analysis package

The main tool which has been developed is the analysis package New Physics Analysis (NPA). NPA is an analysis framework developed as a C++ interface which has been built on top of LipCbrAnalysis [156], the previous analysis framework used in the group. The LipCbrAnalysis package was conceived and designed several years ago and several parts of it could be improved and made more flexible. This is the idea behind NPA.

Every analysis framework is based on three main ideas:

- Initialisation: the first phase of an analysis framework is to initialise every tool needed and prepare the input files which are going to be read.

- Event loop: the main part of any analysis is the loop over all the events which are going to be analysed. It is usually the one that takes most of the time and where event reconstruction or kinematical corrections are applied.

- Finalisation: this is the wrap-up phase of the analysis. Outputs are prepared and organised and everything is cleaned before closing the application.

The initialisation part of NPA is still very similar to the one done in the previous package. First, all the inputs for the analysis (in this thesis all the inputs are ROOT [157] TTrees objects inside a TFile structure) are organised in samples and the information for each sample is listed in a configuration file (i.e. name, number
of events, cross-section etc.). Each set of input files is grouped in samples for data and MC simulation and each MC event is normalised to the cross section supplied in the configuration file. A set of parameters are used to configure the code such as luminosity, name of the output file and any other parameter that the user wants to introduce. Each time the analysis run, one of the samples defined will be used. Several functions allow the user in the initialisation phase to configure the code as desired before the event loop.

The event loop is mainly a set of decisions with a boolean outcome which decides if a given event passes a given selection, or cut. The cuts each event has passed are stored in a variable which allows to keep track of the number of events passing each cut. In NPA all information observables defined by the user are stored in histograms which are also filled in the event loop phase. Each event will fill an entry on the desired histogram corresponding to each of the cuts passed by the event.

The finalisation part recover all information collected in the event loop such as event yields for each cuts or the histograms and produces three output files. Two text files containing the errors (if any) and a text output file with the log, including event yields. Another TFile structure is produced with all the histograms declared in the code properly filled.

NPA is designed to be independent of the type of inputs the code will analyse. It should be irrelevant, from the analysis design point of view, where a jet or an electron comes from. It shouldn’t matter if the input come from official ATLAS production or from a Delphes simulation (the same NPA code framework was used for the analyses presented in Chapter 5 and 6). In order to achieve this independence the framework does not read the information directly from the input but from a reader which can be designed to translate the inner structure of the input into the objects used by the framework. This structure can still be improved and default readers for commonly used input types are underway.

There are two main features included in NPA. The first one is a set of tools written in Ruby, on a object oriented approach, that have been developed in order to automatise the process of running a given analysis based on NPA. The NPAJobManager class receives an array of Jobs objects (which can be defined in different formats, even in a configuration json file) which define all the different runs for a given analysis. An example of this array might be the next piece of code.

```ruby
config = [{
  :ID => "ttbar,NLO,ee",
  :sample => 1,
},
```
Here two different runs have been defined. One of them with the ID **ttbar NLO ee** will run over the sample number 1, which should have been configured before to be $t\bar{t}$ at NLO, and another run with ID **Zbb ee** will run over the sample 3, configured to be $Z + bb$. Both of them receive the output name and a set of options. The options are the remaining parameters read by the code, in this case $\text{ZChannel} = ee$ is an option defined by the user which is used to accept only dielectronic decays of the $Z$ boson candidate if present.

After the configuration has been done, in order to run over the configured samples a NPAJobManager object will do the job.

```ruby
manager = NPAJobManager.new(:command => "RunVLQAnalysis")
manager.load(config)
# Only ttbar
manager.filter(["ttbar"])
manager.submit(:cluster => "PBS", :flags => {"-V"=>""}, :max => 10)
manager.generate_xml
```

Notice that the NPAJobManager is created with a command, this is the executable of the analysis. Then the jobs are loaded and, optionally, a filtering can be applied, selecting only the jobs whose ID matches the regexp, or list of regexps, introduced. In this case only the $t\bar{t}$ sample will be run. This makes sense because in an usual analysis hundreds of jobs might be defined and this will rarely be modified, nonetheless it is common to run over only a subset of samples, which can be done by filtering. The submit command receives some parameters such as what cluster type is going to be used and any flags for the submission. Different options can be defined like the possibility of having a dry run using the the `test` flag. NPAJobManager will track the jobs and submit new ones as needed. It is important to point out that the NPAJobManager class is capable of support any cluster type since a custom Cluster
object can be defined by the user following simple rules.

Besides this class several other classes help to manage the analysis as well as to produce analysis skeletons which are useful to start developing an analysis based on NPA

The other new feature added to NPA is a set of tools designed to produce plots based on the histograms defined in the analysis. Hundreds of histograms have been produced for this thesis in order to check that everything is under control or to try to exploit some kinematical signature. It is obvious that the production of so many histograms needs to be automatised. A set of C++ classes help take care of this task in NPA. The NPAJobManager has a function generate_xml. An XML configuration file is created automatically by the NPAJobManager which defines all the output files generated by the analysis for all the samples and group them with their corresponding systematic variations if defined.

```xml
<?xml version='1.0'?>
<Inputs>
  <Configuration InputDir='output_8TeV'/>
  <Input ID='ttbar_NLO_ee' File='NPAOutput_ttbar_NLO_ee.root'>
    <ShapeSyst ID='JES' FileDown="VLQAnalysis_BBS_650_AF_elemu_jes_down.root" FileUp="VLQAnalysis_BBS_650_AF_elemu_jes_up.root"/>
    <ShapeSyst ID='JER' File="VLQAnalysis_BBS_650_AF_elemu_jer.root"/>
  </Input>
  <Input ID='Zbb_ee' File='NPAOutput_Zbb_ee.root'>
    <ShapeSyst ID='JES' FileDown="VLQAnalysis_BBS_650_AF_elemu_jes_down.root" FileUp="VLQAnalysis_BBS_650_AF_elemu_jes_up.root"/>
    <ShapeSyst ID='JER' File="VLQAnalysis_BBS_650_AF_elemu_jer.root"/>
  </Input>
</Inputs>
```

Here the outputs of all the jobs run are organised to be used as inputs to produce the different plots. As can be seen, each output of the analysis is defined as an input for the plotting tools using the Input node. Each input can have a set of systematic variations associated to it. In this case, the up and down variations are defined for
the case of the JES systematic but it can be only one variation as the JER or event just a global variation. The input files can be really big for a complicated analysis, this is the reason this XML file is automatically generated and the ID of each input and systematic is the one defined in the run configuration.

Each input can be then organised into samples also in an MXML configuration as desired, and later on different classes of the NPA framework will read the configuration files and provide easy to use objects which that identify each sample as well as derive the error bars including systematic variations. Each sample can contain several inputs and when coding the plots code it will be as simple as

```cpp
NPASampCol *samples = new NPASampCol("xmlfile.xml", 
    "Plots", "containerName");
TGraphAsymmErrors systerr;
TH1D *he = samples->getHistogram("histoname", systerr);
```

In the previous code the histogram "histoname" has been obtained from a sample which has been defined before with ID "sampleID". In this sample can be included several inputs and all of them will be taken into account in the final histogram. The object systerr is a graph with asymmetric errors which get filled with the error band that can be drawn on top of the histogram. This error band will already include all systematic variations defined previously. The same tools can be used to produced latex tables with event yields and systematic variations for each sample.

During this thesis several approaches have been followed to produce the different results (plots and tables) and the use of this new feature of NPA has proven to be highly time efficient. There are several XML files that needs to be created but it rarely takes more than a couple of hours and any change that want to be done later on is just a matter of modifying some configurations lines which saves a lot of time.

**Common tools for vector-like quark searches**

A couple of tools have been developed for the different teams working in the different vector-like quark searches, all of them related to the final results shown.

The first contribution was the setup of a common framework to produce the final results of the analyses and produce the limit plots both in the 2D branching ratio plane and the upper limit on the cross section. The tools to run the jobs were already done but they were focused only in one type of analysis.

During this thesis the tools were change to make it usable for other teams. A common framework was set up with the idea of just downloading configuration files
and automatically compile everything needed and be ready to produce results. The biggest contribution was to the plotting codes, specially the 2D branching ratio scan. Since different analyses were sensitive to different regions it was not trivial to produce a tool that can make the final results look good for every analysis using ROOT. At the end the code was produced and all the analyses could just plugin their results and obtain the code.

Eventually a new format was designed for the analysis presented in Chapter 5, specifically in Figures 5.25 and 5.24. When the plotting code for this style was developed it was done thinking that other people might need to use it and a general approach was taken when designing the input reading and configuration. At the end this became the official plotting code to produce the official results as shown in Figure 5.28 and 5.27.

**MadGraph submission tools**

In Chapter 6 the NPA framework presented before was used to analysed the samples after detector simulation. All the samples were produced using MadGraph and several background processes and mass points for signal (including masses of heavy gluon and vector-like quarks) needed to be generated both for 8 and 13 TeV. In this sense it became clear that some tool was needed to produce and organise all the sample.

The idea is similar to the one followed by the NPAJobManager. Written in Ruby, the JobManager class store a set of jobs that will be run by MadGraph and then they are submitted and organised.

```ruby
vlq = JobManager.new(:ID => "job_ID", :submax=>30, :output_path => "output/path")
tags.each do |key, value|
  vlqwhg.add_job do |j|
    j.model = "MCH45_UFO"
    j.name = value
    j.procs<<"p□p→ωht1→,ω(ht1→ωZωt)→,(ht1→ωZωt)"
    j.procs<<"p□p→ωht1→,ω(ht1→ωHωt)→,(ht1→ωHωt)"
    j.procs<<"p□p→ωht1→,ω(ht1→ωHωt)→,(ht1→ωHωt)"
    j.procs<<"p□p→ωht1→,ω(ht1→ωZωt)→,(ht1→ωZωt)"
    # Set options
    j.opts << "multi_run=10"
    j.opts << "pythia=ON"
    j.opts << "delphes=ON"
```

In the previous code a JobManager class was defined with a given ID, a maximum number of job submitted of 30 and the output path for the job. After that any job can be added to the manager. The advantage is that it can be done repeatedly in order to produce similar MadGarph production with slightly modified parameters. For instance, in the code above, the variable tags contains different parameter cards which are used in each job. For each card a job, $j$, is added and the processes to be generated are indicated in the procs member of the Job class. Using the opts member the options provided to MadGraph can be introduced and using the set function different parameters of the run_card.dat file can be updated. Finally, any file needed such as a Delphes card or the param card (which is this example is the key value in the iterator) can be supplied by the files member of the Job class. This tools for MadGraph production helped to quickly define what samples with what configuration wanted to be generate as the same time as they were automatically submitted as needed.
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The $CL_s$ method

In this thesis the $CL_s$ method has been used for deriving upper limits on the cross section for vector-like quark production. In order to briefly explain what the $CL_s$ method does let’s first define what is a $p$-value. In a given analysis a test statistic $q$ has been derived to distinguish between signal and background. Under a given hypothesis $H$, the $p$-value is defined as the probability of finding a test statistics $q$ equally or less compatible with $H$ than the measured $q_{obs}$.

In a search like the one presented in this thesis there are two hypotheses: background only $b$ and the hypothesis in which signal is also present $s + b$. Figure D.1 shows two distribution corresponding to the test statistics in the case of background only and $s + b$.

In this case, the $s + b$ hypothesis distribution, $f(q|0)$, is shifted to the left, which implies that the $p$-value of the $s + b$ hypothesis is the probability of finding a test statistics $q$ which is greater than $q_{obs}$

$$p_{s+b} = \int_{q_{obs}}^{\infty} f(q|s+b) dq.$$  \hspace{1cm} (D.1)

One could use this $p$-value to evaluate if a given measurement agrees with the $s+b$ hypothesis. Defining a confidence level $CL$, a given signal hypothesis is rejected if

$$p_{s+b} < \alpha$$  \hspace{1cm} (D.2)

where $\alpha = CL - 1$. The value of $CL$ is defined by convention to 95% which implies that the $s + b$ is rejected for $p$-values under this hypothesis smaller than 5%. In other words, if the probability of finding something which is less compatible with the $s + b$ hypothesis than what has been measured is less than 5% the the signal is
This is what is called the $CL_{s+b}$ method and seems to make sense. Nonetheless when looking for signal that hasn’t been observed before, the natural scenario is that the signal contribution will be small. In this scenario the distributions of the tests statistics look like Figure D.2.

In this case the analysis has no sensitivity (or very small) to the signal which is being considering. If one derive $p_{s+b}$ in this case, it might lead to a exclusion of the signal model for a small downward fluctuation of the observed numbers of events. In fact, imagine that we now know that signal is there and we are no longer trying to exclude it, we are trying to discover it. In a discovery, the null hypothesis is $s+b$ while the hypothesis which is being tested is $b$. In this case, when the analysis has no sensitivity to the signal, it might even happen that $p_b < \alpha$, or in other words, the background hypothesis will be excluded, i.e. the SM hypothesis will be excluded.

It is obvious that in this cases one should not claim an exclusion and therefore the method should penalise the little sensitivity of the analysis. This is when the $CL_s$ method was introduced. Now, the $p$-value of the background only hypothesis is introduced as

$$p_b = \int_{q_{obs}}^\infty f(q|b) dq.$$  \hfill (D.3)

For analysis with low sensitivity $s \ll b$ and there fore $s+b \sim b$. In this case, $p_b$
Figure D.2: Distributions of a test statistic $q$ under the $s + b$ and $b$ hypotheses in an example with little sensitivity to the signal model [158].

will become larger for small values of $p_{s+b}$. An effective $p$-value is introduced, $CL_s$, defined by

$$CL_s \equiv \frac{p_{s+b}}{1 - p_b}.$$  \hfill (D.4)

The $CL_s$ value is by construction always greater than $p_{s+b}$ which implies that all models excluded by $CL_s$ would have been excluded by $CL_{s+b}$. Nonetheless, the term $1 - p_b$ penalises the cases for which both distributions $s + b$ and $b$ are very similar. On the other hand, if the two distribution are fairly separated the term $1 - p_b$ will be smaller and the effective $p$-value is similar to what is obtained by $CL_{s+b}$.

In summary, for two hypothesis $s + b$ and $b$ the distribution of the tests statistics $q$ is obtained. The signal model is excluded at a 95% CL if $CL_s < 0.05$. 

Appendix E

ALTAS summary results for all channels

Figure E.1 and E.2 show the lower bounds to the mass of vector-like $B$ and $T$ respectively in a 2D plane for all possible branching ratios. Results from all analyses searching for pair production of vector-like quarks, each of them covering a region of the branching ratio plane, published by the ATLAS Collaboration are included.
Figure E.1: The lower bound on the mass of the vector-like $B$ for all searches for pair production of vector-like $B$ published by the ATLAS Collaboration. Different colours represent the different analyses which are sensitive to different decay modes. The filled area represents the observed limits while the dashed line represent the expected limits.
Figure E.2: The lower bound on the mass of the vector-like $B$ for all searches for pair production of vector-like $B$ published by the ATLAS Collaboration. Different colours represent the different analyses which are sensitive to different decay modes. The filled area represents the observed limits while the dashed line represent the expected limits.
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