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ABSTRACT

Jet Grouting (JG) technology is one of the most widely used soft-soil improvements methods around the world. When compared with other methods, JG versatility is highlighted, since it can be applied to several soil types, creates elements with different geometric shapes and, normally, is less expensive. However, due to inherent geological complexity of soil and high number of variables involved in JG process, JG design is a hard task. Nowadays, its design is essentially based on empirical rules that are often too conservatives, compromising the economy and the quality of the treatment. In the present study, data mining (DM) techniques, particularly the high learning capabilities of support vector machines (SVM) algorithm were used to predict uniaxial compressive strength (UCS) of JG laboratory formulations over time. Furthermore, and by performing a detailed sensitivity analysis, some important information was extracted based on the learned model. The high performance achieved by SVM algorithm in UCS prediction is summarized showing the high predictive accuracy reached ($R^2=0.93$). In addition, after apply a one- and two-dimensional sensitivity analysis, an important explanation of the model is given in terms of what are the key variables and its effect on UCS estimation, as well as the interaction level between input variables. Hence, it is shown that age of the mixtures, cement content and the relation between mixture porosity and volumetric content of cement have a high influence in strength behavior of JG laboratory formulations. Furthermore, was also possible to observe that water/cement ratio is the variable with higher interaction with age of the mixture and cement content.

1. INTRODUCTION

For constructions purposes the soil foundation should presents suitable geotechnical properties. However, due to increased urbanization and industrialization the availability of soils with such requirements is increasingly scarce. As a result, there is a growing demand for construction on soft soil, which is characterized by high plasticity, high fraction of fines and void ratio, low strength and high compressibility (Liu et al., 2008). In these cases, deep mixing methods are currently applied to improve soil properties, where powder cement or slurry cement is injected into the natural soil. Nowadays there are several soil improvements methods (Nikbakhtan et al., 2010) where Jet Grouting (JG) is highlighted. JG technology was first introduced by Yamakoda brothers in 60’s decade and since them has been widely applied (Xanthakos et al., 1994). Such technology has aroused interest within the geotechnical community due to it great versatility. JG enable to improve mechanical and physical properties of different types of soil (ranging from coarse to fine-grained soils), obtain different geometries shapes (columns, panels), just require few equipments for its application and is economically attractive when compared with other similar methods.

The concept behind JG technology is to produce a soil-cement mixture, often termed as soilcrete, with an enhancement in terms of mechanical characteristics (strength and stiffness) and permeability. The new material is obtained by injecting grout, with or without other fluids (e.g. air or water) at high pressure and velocity into the sub soil. The fluids are injected through small nozzles placed at the end of a rod that, after introduced at the intend depth, is continually rotated and slowly removed up to the surface. Depending of the number of fluids injected, three systems are currently in use (Xanthakos et al., 1994). Single fluid system, where is only injected grout at high pressure and velocity; double fluid system is very similar to the single system but with the addition of an air shroud to the nozzle; and finally the triple fluid system, which differs from the single and double systems in that the erosion of the ground is carried out by a high pressure water jet shrouded with air with an additional low pressure grout line. In addition to these three systems there is also the Xjet system, also known as cross-jet or collided jetting that consists of a pair of intersecting air-shrouded water jets with separate grout jets and is designed to cut a nominal 2m diameter column in any ground (Shibazaki, 2004).
JG technology has been applied for different purposes, namely in the improvement of foundation soils, slope stabilization, and underpinning (Welsh and Burke, 1991). Furthermore, it was also used as a method of performing block stabilization of contaminated soils as well as for the formation of barriers for the control of contaminant migration in the environmental field (Gazaway and Jasperse, 1992). In spite of being widely used, JG design lacks of rational approaches to predict its physical and mechanical properties. Indeed, even in large scale works, JG design is essentially based on empirically methods, as illustrated in Figure 1 and supported by knowhow of JG companies. The main reasons for such absence are related to the number of variables involved in JG process, which present complex or even nonlinear relationships, as well as due to inherent heterogeneity of the natural soil. As a result, and since such empirical rules are often too conservative, the quality and cost of the treatment can be compromised. Hence, and bearing in mind the high versatility of JG technology and its role in important geotechnical works, there is need to develop rational and reliable methods to estimate accurately JG mechanical and physical properties.

![Figure 1: Empirical design of JG treatment.](image)

One of the best ways to deal with high number of variables with complex relationship is to use an automate processes using artificial intelligent tools that analyze the raw data and extract useful knowledge. These tools can be seen as a good alternative to the traditional statistical approaches, which are unable to deal with such information, leading to poor results. Knowledge Discovery in Databases (KDD) (see Figure 2) is an iterative process that consists of several steps, where Data Mining (DM) is just one step (although crucial), aiming at the extraction of useful patterns from the observed data. According to CRISP-DM methodology, the following steps should be followed (Chapman et al., 2000): 1 - business understanding; 2 - data understanding; 3 - data preparation; 4 - modeling; 5 - evaluation; and 6 - deployment.

Two important DM tasks, classification and regression, require a supervised learning, where a model is adjusted to a dataset of examples that map I inputs (independent variables) into a given target (the dependent variable). There are several DM algorithms, each one with its own proposes and capabilities. Some of the most interesting supervised learning DM models are Artificial Neural Networks (ANNs) and Support Vector Machines (SVMs), characterized by their flexibility and nonlinear learning capabilities. In the Geotechnics field, there are some successful applications of DM to different kinds of problems. Miranda et al. (2011) propose a new alternative regression models using ANNs for the analytical calculation of strength and deformability parameters of rock masses. Goh and Goh (2007) used SVMs to assess seismic liquefaction. Erzincan (2007) studied the relationship between the swell pressure and soil suction behavior in specimens of Bentonite–Kaolinite clay mixtures with varying soil properties using ANNs. Tinoco et al. (2011b) applied SVMs and ANNs to predict deformability properties of JG laboratory formulations over time.

![Figure 2: Steps of KDD process (adapted from Fayyad et al., 1996).](image)

In the present work, a first step was made, by proposing a rational approach to predict Uniaxial Compressive Strength (UCS) of JG laboratory formulations (JGLF) over time, which is the mechanical properties currently used to measure the bearing capacity of foundations. For such purpose, an SVM was trained with UCS data collected from JGLF samples, in order to predict its strength over time. The main
results are here summarized and interpreted. Furthermore, an interpretability of SVM model is given by performing a detailed sensitivity analysis procedure. Such analysis allow us identify what are the key variables in UCS prediction of JGLF as well as a better understanding of the effect of each one in such prediction. In addition, was also measured the interaction between variables and interpreted its means and effect on UCS prediction.

2. METHODS AND DATA

2.1. Support Vector Machines

For regressions tasks there are several DM algorithms that can be applied, each one with its own advantage and limitations. The present study focuses on SVM algorithm that has been shown high learning capabilities even when working with complex data (Tinoco et al., 2011c). Support Vector Machines (Chen and Councill, 2003) are a very specific class of algorithms, based on statistic theory, characterized by use of kernels, absence of local minima during the learning phase and capacity control obtained by acting on the margin, or on number of support vectors. When compared with other types of base learners, such as the multilayer perceptron (the most popular neural network type), SVM represents a significant enhancement in functionality. The supremacy of SVM lies in their use of nonlinear kernel functions that implicitly map inputs into high dimensional feature spaces. In this feature spaces linear operations may be possible that try to find the best linear separating hyperplane \( y_i = o_0 + \sum_{i=1}^{m} o_i \theta_i (x_i) \), related to a set of support vector points, in the feature space. Thus, although SVMs are linear learning machines with respect to feature spaces, they are in effect non-linear in the original input space (see Figure 3). These attractive features and promising empirical performance are responsible for its popularity.

SVM was initially proposed for classification problems by Vladimir Vapnik and his co-workers (Cortes and Vapnik, 1995). Later, after the introduction of an alternative loss function proposed by Vapnik (Smola et al., 1996), called \( \varepsilon \)-insensitive loss function, was possible to apply SVM to a regression problems (Smola and Schölkopf, 2004).

When working with SVM, it is well known that SVM generalization performance (estimation accuracy) depends on a good setting of meta-parameters \( C, \varepsilon \) and the kernel parameters. The problem of choosing a good parameter setting in a learning task is the so-called model selection. The problem of optimal parameter selection is further complicated by the fact that SVM model complexity (and hence its generalization performance) depends on all three parameters. Parameter \( C \) controls the trade-off between complexity of the machine (flatness) and the number of non-separable data points and may be viewed as a “regularization” parameter (Goh and Goh, 2007). Parameter \( \varepsilon \) controls the width of the \( \varepsilon \)-insensitive zone, used to fit the training data. The value of \( \varepsilon \) can affect the number of support vectors used to construct the regression function. Hence, both \( C \) and \( \varepsilon \) values affect model complexity (but in a different way). Selecting a particular kernel type and kernel function parameters is usually based on application-domain knowledge and should reflect distribution of input \( x \) values of the training data (Cherkassky and Ma, 2004). In the present work was adopted the popular Gaussian kernel, since it presents less parameters than other kernels (e.g. polynomial):

\[
K(x,x') = \exp (-\gamma \cdot ||x - x'||^2), \gamma > 0
\]  

(1)

For model selection, several approaches have been proposed (Huang et al, 2007; Momma and Bennett, 2011; Frohlich and Zell, 2005) in order to find the best set of parameters with less effort (time and consuming). In the present work, we adopt the heuristics proposed by Cherkassky and Ma (2004) to set the complexity penalty parameter, \( C=3 \) and the size of the insensitive tube \( \varepsilon = \delta / \sqrt{N} \), where \( \delta = 1.5 / N \times \sum_{i=1}^{m} (Y_i - \hat{Y}_i)^2 \), \( \hat{Y}_i \) is the value predicted by a 3-nearest neighbor algorithm and \( N \) the number of examples. The most important SVM parameter, the kernel parameter \( \gamma \), was set using a grid search within \( \{2^{-15}, 2^{-13}, \ldots, 2^{3} \} \), under an internal (i.e. applied over training data) 10-fold cross validation (Hastie et al., 2009).

All experiments were implemented in R tool (R Development Core Team), using miner library (Cortez, 2010), which is particularly suitable for SVM training through use advanced functions (particularly “mining” and “fit”). Before fitting the SVM model, the data attributes were standardized to a zero mean and one standard deviation and before analyzing the predictions, the outputs post-processed with the inverse transformation (Hastie et al., 2009).
In a regression problem, the main goal is to induce a model that minimizes an error measurement between observed and predicted values considering N examples. For this purpose, three common metrics were calculated: Mean Absolute Deviation (MAD), Root Mean Squared Error (RMSE) and Coefficient of Correlation ($R^2$). These metrics are defined as:

$$\text{MAD} = \frac{\sum_{i=1}^{N}|y_i - \bar{y}|}{N}$$
$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N}(y_i - \bar{y})^2}{N}}$$
$$R^2 = 1 - \frac{\sum_{i=1}^{N}(y_i - \bar{y})^2}{\sum_{i=1}^{N}(y_i - \bar{y})^2}$$

(2)

If the first two metrics show lower values and $R^2$ is close to the unit value, this means high predictive capacity of the model. The main difference between RMSE and MAD is that former is less sensitive to extreme values. The regression error characteristic (REC) curve, which plots the error tolerance on the x-axis versus the percentage of points predicted within the tolerance on the y-axis (Bi and Bennett, 2003) was also adopted during the analysis of model performance.

The overall generalization performance of the trained model was accessed by using 20 runs under Leave-One-Out approach (Hastie et al., 2009), which is special suitable for small databases (e.g. lower than 100 examples). Under this scheme, one example at a time is used to test the model, and the remaining data is used to fit the model. At the end all data are used for training and testing. Yet, this method requires approximately $N$ times more computation, because $N$ models must be fitted. The final generalization estimate is evaluated by computing the MAD, RMSE and $R^2$ metrics for all $N$ test samples.

Besides obtaining a high predictive performance it is also important to extract human understandable knowledge from the data-driven model. This is precisely the main drawback of such models. One of the best ways to "open" a DM model is to apply a sensitivity analysis procedure (Cortez and Embrechts, 2011). Such procedure is carried out after the training phase and analyzes the model responses when a given input is changed. This procedure can be applied to any supervised DM model and allows to quantify the relative importance of each input parameter and also to measure the average effect of a given input on the target variable. Such quantification is determined by successively holding all inputs at a given baseline (e.g. their average values), except one input attribute that is varied through its range of values ($x_{d} \in \{x_1, ..., x_J\}$), with $J \in \{1, ..., L\}$ levels. The obtained responses ($\bar{y}_{d,j}$) are stored. Higher response changes indicate a more relevant input. In particular, following the results achieved in (Cortez and Embrechts, 2011), we adopt the gradient measure ($S_d$) to access the input relevance ($R_d$) of the attribute $x_d$ (the higher the gradient, the higher is the input importance):

$$R_d = S_d / \sum_{i=1}^{L}S_i \times 100\%,$$
where
$$S_d = \sum_{j=2}^{L}|\bar{y}_{d,j} - \bar{y}_{d,j-1}|/(L - 1)$$

(3)

For more input influence details, the Variable Effect Characteristic (VEC) curve was plotted (Cortez and Embrechts, 2011). For a given input variable, the VEC curve plots the attribute $L$ level values (x-axis) versus the sensitivity analysis responses (y-axis). In this paper, we set $L=12$. Furthermore, aiming to achieve a more realistic interpretation of the model a two-dimensional sensitivity analysis was performed. Here, two variables are changed simultaneously and the response is measured. With the stored values it is possible to plot the VEC surface or VEC contour (Cortez and Embrechts, 2011).

2.2. Jet Grouting Data

During the learning phase of SVM algorithm was used a dataset with 175 records assembled from a laboratory experimental program, carried out at University of Minho, with the purpose of analyzing the influence of several variables in mechanical behavior of JG laboratory mixes. Should be stressed that the acquisition of each data example requires considerable cost and amount of time, demanding laboratory work and material (e.g. cement). All records can be grouped in 9 different formulations characterized by its values of Water/Cement ratio (W/C), cement content (mass of cement/mass of
soil+mass of cement) (C), cement type (s) and soil properties, i.e., percentage of sand (%Sand), percentage of silt (%Silt), percentage of clay (%Clay) and percentage of organic matter (%OM). The input variables were chosen based on expert knowledge related to soil-cement mixtures (Shibazaki, 2004) and authors' experience (Tinoco et al., 2011a). Thus, additionally to the seven variables previously enumerated, the relation between mixture porosity and volumetric content of cement (n/(C_n)) as well as the age of the mixture (t, days) were also chosen as input variables of the model. The main statistics of the input and target variables of UCS dataset are shown in Table 1. For a physical characterization of the natural soil, some samples were collected and tested in laboratory. Although all soils were of clayey nature, they have different percentages of sand, silt, clay and organic matter. A detailed description of the distinct soil types can be found in Table 2. In the table, the first column denotes the construction site, while the third column shows the number of records that contain such soil. All laboratory formulations were prepared with cement type CEM I 42.5R (s=0.20), CEM II 42.5R (s=0.20) and CEM IV/A 35.5R (s=0.25).

Table 1: Summary of the input and output variables in UCS dataset

<table>
<thead>
<tr>
<th>Variable</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>56</td>
<td>3.00</td>
<td>21.60</td>
<td>19.24</td>
</tr>
<tr>
<td>c</td>
<td>0.75</td>
<td>0.24</td>
<td>0.47</td>
<td>0.15</td>
</tr>
<tr>
<td>n/(C_n)</td>
<td>74.26</td>
<td>48.83</td>
<td>62.59</td>
<td>7.26</td>
</tr>
<tr>
<td>W/C</td>
<td>1.12</td>
<td>0.68</td>
<td>0.88</td>
<td>0.16</td>
</tr>
<tr>
<td>S</td>
<td>0.25</td>
<td>0.20</td>
<td>0.21</td>
<td>0.02</td>
</tr>
<tr>
<td>%Sand</td>
<td>39.00</td>
<td>0.00</td>
<td>13.57</td>
<td>11.53</td>
</tr>
<tr>
<td>%Silt</td>
<td>57.00</td>
<td>33.00</td>
<td>50.49</td>
<td>5.49</td>
</tr>
<tr>
<td>%Clay</td>
<td>45.00</td>
<td>22.50</td>
<td>35.89</td>
<td>7.74</td>
</tr>
<tr>
<td>%OM</td>
<td>8.30</td>
<td>0.40</td>
<td>2.71</td>
<td>1.81</td>
</tr>
<tr>
<td>UCS</td>
<td>13.19</td>
<td>0.76</td>
<td>5.20</td>
<td>2.73</td>
</tr>
</tbody>
</table>

Table 2: Soil types present in the collected data

<table>
<thead>
<tr>
<th>Site</th>
<th>Soil type</th>
<th>Frequency</th>
<th>%Sand</th>
<th>%Silt</th>
<th>%Clay</th>
<th>%OM</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Lean clay (CL)</td>
<td>10</td>
<td>39.0</td>
<td>33.0</td>
<td>27.0</td>
<td>8.3</td>
</tr>
<tr>
<td>B</td>
<td>Organic lean clay (OL)</td>
<td>5</td>
<td>6.0</td>
<td>57.0</td>
<td>37.0</td>
<td>1.8</td>
</tr>
<tr>
<td>C</td>
<td>Fat clay (CH)</td>
<td>85</td>
<td>7.0</td>
<td>53.0</td>
<td>40.0</td>
<td>3.2</td>
</tr>
<tr>
<td>D</td>
<td>Silt Clay (CL-ML)</td>
<td>20</td>
<td>25.0</td>
<td>52.5</td>
<td>22.5</td>
<td>0.4</td>
</tr>
<tr>
<td>E</td>
<td>Lean clay (CL)</td>
<td>15</td>
<td>0.0</td>
<td>55.0</td>
<td>45.0</td>
<td>3.9</td>
</tr>
<tr>
<td>F</td>
<td>Silt clay (CL-ML)</td>
<td>20</td>
<td>32.5</td>
<td>43.5</td>
<td>24.0</td>
<td>1.2</td>
</tr>
<tr>
<td>G</td>
<td>Lean clay (CL)</td>
<td>20</td>
<td>10.5</td>
<td>48.5</td>
<td>41.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

3. RESULTS AND DISCUSSION

SVM algorithm was able to learn with high accuracy the complex relationships between UCS of JGLF and its contributing factors. Figure 4 shows visually the excellent performance achieved by SVM model in UCS estimation of JGLF over time (all points are very close to the diagonal line), which is proven (mean value and 95% confidence intervals) by metrics R²=0.93±0.00, MDA=0.55±0.00 and RMSE=0.73±0.00. Furthermore, REC curve (dotted line) show a fast improvement on model accuracy. For example, SVM model can predict 90% of the records with an absolute deviation lower than 1.5MPa. When evaluating a DM model, we should consider not only predictive accuracy but also try to understand how model works. In the present paper, model interpretability was measured by quantifying what are the key input variables in UCS estimation and its effect in such prediction. For such purpose was applied a detailed sensitivity analysis.
The averaged relative importance of each input variable and the correspondent t-student 95% confidence interval for all 20 runs performed was quantified by one-dimensional sensitivity analysis. Figure 5 (left side) shows such results and allow to point out some important conclusions. One the one hand, the key variables that control the mechanical behavior of JGLF, in terms of strength, are the age of the mixture with an impact around 19%, followed by cement content (18%) and \( n/(C_o)^{0.5} \) (16%). One the other hand, and based on t-student values, SVM algorithm is very consistent for all 20 runs performed. Furthermore, this relative importance ranking is in agreement with the empirical knowledge related with soil-cement mixtures. It is well known that \( t \) has a strong influence in such mixtures behavior, mainly if we take in account the range of \( t \) variable in the dataset used during the learning phase, i.e. \( t \leq 56 \) days time of cure. On the other hand, make all sense that \( C \) shows high impact when we are study soil-cement mixtures (Horpibulsuk et al., 2003). In addition, the mixture porosity it is also considered throughout \( n/(C_o)^{0.5} \) variable. The \( W/C \) ratio and cement type have a less impact in strength behavior of JGLF, with an relative importance around 12% and 10% respectively. Finally, maybe seem strange the lower influence of soil properties. However, this observations can be explained if we take in account that all soils are very similar, i.e., all soil were classified as clayed nature, just differing on its sand, silt, clay and organic matter content.

Based also on one-dimension sensitivity analysis, the effect of the four key variables on UCS estimation was quantified and is depicted in Figure 5 (right side). The first observation we can draw is that all four variables have a nonlinear effect on UCS behavior of JGLF. Second, and as expected, \( t \) and \( C \) have a positive impact in such prediction. On the other hand, increasing \( n/(C_o)^{0.5} \) and/or \( W/C \) the strength of the mixture decrease. VEC curve of \( t \) shows a convex shape which means that age effect is more pronounced for early ages of cure and trend to stabilize for advanced ages (up to 45 days time of cure). It is also interesting to observe the shape of C VEC curve. In this case, \( C \) improves considerably UCS for values higher than 45%. Lastly, it is also possible to observe that \( n/(C_o)^{0.5} \) and \( W/C \) VEC curves have a very similar effect (concave shape) on UCS prediction.

All previous results were obtained by performing a one-dimensional sensitivity analysis, i.e., holding all variables at its mean values and range only one at each time. As we know, such conditions rarely or even never happen in the real world. Hence, and keeping in mind a more realistic and detailed analysis, in the next lines we present and discusses some important observation taken from a two dimensional sensitivity analysis, i.e., when two variables are changed simultaneously. Thus, was measured the interaction level of all variables with \( t \) and \( C \) and plotted the VEC surfaces for: \( t \) and \( W/C \); \( t \) and \( n/(C_o)^{0.5} \); \( C \) and \( W/C \) and \( C \) and \( t \).
Figure 5: Relative importance of each input variable (left side) and VEC curves of t, C, n/(C_o)\(^2\) and W/C variables, according to SVM mode, quantified by one-dimensional sensitivity analysis.

Figure 6 shows the relative interaction between all variables with t (left side) and C (right side), i.e., the first two key variables. In both situations the highest interaction is observed for W/C, with an relative importance around 14%. This observation shows that in spite of W/C being the fourth variable with more impact in UCS prediction, based on a one-dimensional sensitivity analysis, it should be taken in account in JGLF behavior since it has a strong interaction with other variables, namely with t and C. The highest interaction of W/C with t can be explained if we consider that the gain of strength is related to the decreasing of free water in the mixture (hardness process). This means that when is used a high W/C ratio we will need to wait more time to obtain the same strength than for a lower W/C ratio. Then, we can conclude that to obtain a fast hardness process, the mixture should be prepared with lower values of W/C ratio. The high interaction between C and W/C explain the cement content effect. Normally, mixtures with high C are prepared using grout with lower W/C ratio. Therefore, is clear that C and W/C has a strong interaction. Another interest observation from Figure 6 is related with the soil properties. Again this input shows low impact on UCS estimation of JGLF.

Figure 6: Interaction level of all variables with t (left side) and C (right side), according to SVM model, when a two-dimension sensitivity analysis is applied.

Plotting the interaction effect between t and W/C in UCS prediction, we obtain the VEC surface shown in Figure 7 (left side). This surface shows precisely the high effect of the interaction between these two variables, evidenced by the high range of UCS values for different combinations of t and W/C (since 2 MPa to 9MPa). Furthermore, it is also possible to observe that mixtures with high W/C ratios trend to
stabilize for ages more early. Based on VEC surface for \( t \) and \( \frac{W}{C} \) (Figure 7, right side), we can see the high impact interaction that these two variables also have in UCS estimation of JGL (UCS range from 2MPa to 9MPa). In addition, the effect of \( t \) on UCS is more pronounced for lower values of \( \frac{W}{C} \) than for higher values. This means that when we have a mixture with high porosity (or lower cement content) the UCS will just slight increase over time.

\[ \text{Figure 7}: \text{VEC surface for } t \text{ and } W/C \text{ (right side) and } t \text{ and } \frac{W}{C} \text{ (left side) in UCS prediction, according to SVM model, quantified by two-dimensional sensitivity analysis.} \]

Figure 8 shows the VEC surfaces for \( C \) and \( W/C \) (left side) and \( C \) and \( t \) (right side). In these pictures we can see the high impact interaction of both \( W/C \) and \( t \) (UCS range from 3MPa to 11MPa). The VEC surface of \( C \) and \( W/C \) (left side of Figure 8) shows a fast increasing of UCS for higher values of \( C \) when \( W/C \) decrease. This behavior can be explained by the high amount of cement in such condition (high \( C \) and low \( W/C \) ratio). Observing the VEC surface of \( C \) and \( t \) (right side of Figure 8) we can see an almost linear effect of \( C \) for advanced ages.

\[ \text{Figure 8}: \text{VEC surface for } C \text{ and } W/C \text{ (left side) and } C \text{ and } t \text{ (right side) in UCS prediction, according to SVM model, quantified by two-dimensional sensitivity analysis.} \]

4. CONCLUSION

In the context of Jet Grouting (JG) technology the main drawback is related with the absence of rational design models to predict mechanical properties of JG mixtures, namely its Uniaxial Compressive Strength (UCS). Nowadays, this task is essentially performed considering the results of laboratory tests and empirical models. However, in the preliminary stages of design, mainly in smaller geotechnical works, the decision regarding the parameter values is based on limited information. Thus, the use of data from past projects can be seen as a good solution to overcome this problem. The application of Data Mining (DM)
techniques to well organized data gathered from large geotechnical works can provide a strong framework to the development of models that can be very useful in future projects.

In the present work, a rational model has been proposed to predict UCS of jet grouting laboratory formulations (JGLF) over time using DM techniques. The proposed model is able to accurately predict UCS of JGLF mixtures from 3 to 56 days in advance (i.e. the range values for variable age) prepared with clayey soils containing different percentage of sand, silt, clay and organic matter. Furthermore, some important observations were pointed out by performing a detailed sensitivity analysis. Age of the mixture (t), cement content (C) and the relation between mixture porosity and the volumetric content of cement \( (\alpha/C)^2 \) were identified as key variable in UCS prediction of JGLF. These three variables have a nonlinear effect on UCS estimation according to exponential laws. In addition, the Water/Cement (W/C) ratio shows a strong interaction with the first two key variables on UCS prediction. Moreover, and since the proposed model are in agreement with the empirical knowledge related to JGLF, it can be conclude that such model can be used to describe rationaly the actual empirical knowledge related to this material. All obtained knowledge can be seen as an important advance for geotechnical civil engineering works since contribute for a better understanding of JG mixtures behavior, which will allow to significantly reduce the number of laboratory formulations need to be prepared. At the end, the economy and the quality of the treatment will be improved.

As future works, the same methodology, i.e. DM techniques will be applied in order to develop rational models to estimate deformability properties of JGLF. In addition, the same tools will be also used to define predictive model for strength and stiffness of real JG columns as well as its diameter.
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