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Abstract
Project management is a methodology widely used in organizations that believe in innovation and choose to organize their resources around projects. This paper presents new results and developments of a model that address the issue of optimal resource allocation, and more specifically, the analysis of complementarity of resources (primary resource and supportive resource) in a project. The concept of complementarity, which has been discussed based on an economic view, can be incorporated into the engineering domain as an enhancement of the efficacy of a “primary” resource (P-resource) by adding to it another “supportive” resource (S-resource). No replacement takes place. The gain achieved from such action is manifested in improved performance; e.g., shorter duration or improved quality, because of the enhanced performance of the P-resource. But such gain is usually achieved at an increased cost; namely the cost of the support resource(s).

We developed a conceptual system capable of determining the ideal timing, and the ideal mixture of resources allocated to the activities of a project, such that the project is completed on time, if not earlier, with minimal cost. We present new computational results of a Genetic Algorithm, based in a random keys alphabet, with an optimized process that allowed reaching better results. The sequence of activities and the resource combinations for each pair activity/resources were obtained, respecting network constraints, showing the flexibility of the solution considering resources distribution and early resources release.
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1. Introduction
Project Management is recognized as an important activity in many companies nowadays. It is crucial to have a clear perception of the different phases of a project life cycle, the processes, techniques and tools appropriate to its management, taking into account the specific environment in which the project takes place as well as its size and complexity.

This paper deals with the issue of optimal resource allocation in activity networks under conditions of resource complementarity. Another related topic is the study of the resource substitutability, in which one resource replaces another; for example, one may use semi-skilled labor instead of high skilled labor, or an old machine (m/c) instead of a new (and more efficient) one. A certain loss (or gain) is realized, perhaps in time or quality, which is offset by the gain in cost or availability. Alternatively, there are several studies dealing with the problem of multiple skills; see [1], [2], [3], [4], and [5]. The problem posed in this context is usually framed as seeking the most economical diversity that satisfies an uncertain demand with high enough probability. In such context there is cost incurred by the increased diversity of skills [2] (e.g. a travel guide who speaks several languages, or a hand tool that can serve as a pair of scissors and a screwdriver) and there is gain secured by having a smaller number of service mechanisms.

The concept of complementarity which has been discussed based on an economic view [6] can be incorporated into the engineering domain as an enhancement of the efficacy of a “primary” resource (P-resource) by adding to it another “supportive” resource (S-resource). No replacement takes place. The gain achieved from such action is manifested in improved performance; e.g., shorter duration or improved quality, because of the enhanced performance of the P-resource. But such gain is usually achieved at an increased cost; namely the cost of the support resource(s).

The issue then becomes: how much additional support should be allocated to project activities to achieve improved results most economically? After answering to this question, we will evaluate the effect of early supportive resources release for the results.

2. Problem Description
Consider a project network in the activity-on-arc (AoA) representation: \( G = (N, A) \) with the set of nodes \( |N| = n \) (representing the “events”) and the set of arcs \( |A| = m \) (representing the “activities”). Each activity may require the simultaneous use of several resources [7], [8], [9], and [10].

There is a set of “primary” resources, denoted by \( P \), with \( |P| = \rho \). Typically, a primary resource has a capacity of several units (say workers, machines, processors; etc.) [3]. Additionally, there is a pool of “support” resources, denoted by \( S \), with \( |S| = \sigma \) (such as less-skilled labor, or computers and electronic devices; etc.) that may be used in conjunction with the primary resources to enhance their performance.

The number of support resources varies with the resource, and the relevance of each to the \( P \)-resources may best be represented in matrix format as shown in Table 1 (\( \phi \) indicates inapplicability).
### Table 1: Applicability and impact of support resources

<table>
<thead>
<tr>
<th>S-Resource $\rightarrow$</th>
<th>$s_1$</th>
<th>$\cdots$</th>
<th>$s_q$</th>
<th>$\cdots$</th>
<th>$s_\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_1$</td>
<td>$v(1,1)$</td>
<td>$\cdots$</td>
<td>$\emptyset$</td>
<td>$\cdots$</td>
<td>$v(1,\sigma)$</td>
</tr>
<tr>
<td>$r_p$</td>
<td>$\emptyset$</td>
<td>$\cdots$</td>
<td>$v(p,q)$</td>
<td>$\cdots$</td>
<td>$v(p,\sigma)$</td>
</tr>
<tr>
<td>$r_p$</td>
<td>$v(p,1)$</td>
<td>$\cdots$</td>
<td>$v(p,q)$</td>
<td>$\cdots$</td>
<td>$v(p,\sigma)$</td>
</tr>
</tbody>
</table>

In Table 1 an entry $v(r_p,s_q) \neq \emptyset$, measures the enhancement offered by S-resource $s_q$ to P-resource $r_p$. Although various models of the impact of the support resource may be constructed, we will discuss only two. The choice of the applicable model is decided empirically from data on the actual performance of the process. If $0 < v(r_p,s_q) \leq 1$, then it indicates the fraction by which the support resource $s_q$ improves the performance of primary resource $r_p$. Typically $v(r_p,s_q) \in [0.10, 0.50]$. In this case the performance of the allocation of P-resource $r_p$ to activity $a$, which is denoted by $x_a(r_p)$, is augmented to,

$$x_a(r_p,s_q) = x_a(r_p) + v(r_p,s_q)$$  \hspace{1cm} (1)

If $1 < v(r_p,s_q) < U < \infty$, then it indicates the multiplier of the P-resource allocation. Typically $1.10 \leq v(r_p,s_q) \leq 2.0$. In this case the performance of the allocation of P-resource $r_p$ is augmented to

$$x_a(r_p,s_q) = x_a(r_p) \cdot v(r_p,s_q)$$  \hspace{1cm} (2)

In the treatment below, we shall adopt mode denoted by Eq.(1). For the sake of simplicity, we make the following assumptions.

2.1. First Assumption

The impact of the S-resources is additive: if a subset $\{s_q\}_{q=1}^\sigma$ of the S-resources is used in support of P-resource $r_p$ in activity $a$, then the performance of the former is enhanced to,

$$x_a(r_p) = x_a(r_p) + \sum_{q=1}^\sigma v(r_p,s_q)$$  \hspace{1cm} (3)

In the sequel we consider the possible addition of only a single S-resource; the discussion can be easily extended to multiple S-resources.

The primary resource $r_p \in P$ would accomplish activity $a$ in time $y_a(r_p)$. If it is enhanced by the addition of S-resource $s_q$, then its processing time decreases to $y_a(r_p,s_q)$, with $y_a(r_p,s_q) < y_a(r_p)$. The issue now is to express the functional relationship between the resource allocation (both primary and support) and the activity duration.

Let $w_a(r_p)$ denote the work content of activity $a$ of P-resource $r_p$. Let $x_a(r_p)$ denote, as suggested above, the amount of primary resource $r_p$ allocated to activity $a$.

2.2. Second Assumption

The duration of activity $a$ when using resource $r_p$ is given by [11]:

$$y_a(r_p) = \frac{w_a(r_p)}{x_a(r_p)}$$  \hspace{1cm} (4)

If support resource $s_q$ is added to the primary resource $r_p$ then the duration becomes (considering model (1)),

$$y_a(r_p,s_q) = \frac{w_a(r_p)}{x_a(r_p,s_q)}$$  \hspace{1cm} (5)

To illustrate, suppose an activity has work content $w_a(r_p) = 36$ man-days. Further, assume the S-resource $s_q$ yields a rate $v(r_p,s_q) = 0.50$. If $x_a(r_p) = 0.85$ then in the absence of the support resource the duration of the activity would be $y_a(r_p) = 36/0.85 = 42.35$ days. But in the presence of the S-resource the duration would be reduced to $y_a(r_p,s_q) = 36 / ((0.85 + 0.5) = 26.67$ days, a saving of approximately 37%.

If $x_a(r_p) = 1.5$ then in the absence of the S-resource the duration of the activity would be $y_a(r_p) = 36/1.5 = 24$ days. But in the presence of the S-resource the duration would only be $y_a(r_p,s_q) = 36/((1.5 + 0.5) = 18$ days, a saving of 25%.

An activity normally requires the simultaneous utilization of more than one P-resource for its execution. The problem then becomes: “At what level should each resource be utilized and which supportive resource(s) should be added to it (if any) in order to optimize a given objective?”

Recall that the processing time of an activity is given by the maximum of the durations, as in Eq.(6), that would result from a specific allocation to each resource (see a previous discussion on the evaluation of the duration considering multiple resources in [8], [9] and [10]).

$$y(a) = \max_{\forall r_p} \{ y_a(r_p) \}$$  \hspace{1cm} (6)
To better understand this representation, consider the small project of Figure 1 and Figure 2 with three activities. Assume that the project requires the utilization of four P-resources; not all resources are required by all the activities. The resource requirements of each activity are indicated in Table 2.

![Figure 1: Project with 3 activities AoN.](image1)

![Figure 2: AoA representation.](image2)

**Table 2: Work content (in man-days) of the activities of project 1.**

<table>
<thead>
<tr>
<th>P-Resource →</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>16</td>
<td>0</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>A2</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>A3</td>
<td>20</td>
<td>22</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2 is to be read as follows. There are two units available of resources #1 & #4; one unit of resource #2 and 3 units of resource #3. Activity 1 requires 16 man-days of resource #1 and 12 man-days of each of resources #3 and #4. It does not require resource #2. The relevance and impact of the support resources are represented in Table 3, which may be read as follows: S-resources 1 and 2 have availability of one unit each. S-resource 1 can support P-resources 1 and 3 and S-resource 2 can support P-resources 1 and 2; no support is available for P-resource 4.

**Table 3: The P-S matrix: Impact of S-resources on P-resources.**

<table>
<thead>
<tr>
<th>↓S-RES</th>
<th>↓AVAILABILITY</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.25</td>
<td>φ</td>
<td>0.25</td>
<td>φ</td>
</tr>
<tr>
<td>2</td>
<td>0.15</td>
<td>0.35</td>
<td>φ</td>
<td>0.25</td>
<td>φ</td>
</tr>
</tbody>
</table>

With little additional data processing, the problem can be enriched with the inclusion of the cost of the resource utilization at each level. Then in each cell in both the primary and support resource tables there shall be added the marginal cost for the resource per unit time. If the project gains a bonus for early completion and incurs a penalty for late completion then one can easily include such costs in the objective function.

At time 0 we may initiate both activities A1 and A3 because their required P-resources are available (A1 requires P-resources 1, 3 and 4 and A3 requires P-resources 1 and 2). Assume for the moment that no support resource is allocated to either activity. Further, suppose that each unit of the primary resource is devoted to its respective activity at level 1; i.e.,

\[ x_1(r_1) = 1 = x_1(r_3) = x_1(r_4) \]  \hspace{1cm} (7)
\[ x_3(r_1) = 1 = x_3(r_2) \]  \hspace{1cm} (8)

Observe that the P-resource availabilities have been respected: the two units of P-resource 1 have been equally divided between the two activities; P-resource 2 is not required by A1 and the unit available is allocated to A3, P-resources 3 and 4 are required only by A1. The P-resource allocation would look as shown in Table 4.

**Table 4: The P-resources allocation at time 0.**

<table>
<thead>
<tr>
<th>Activity</th>
<th>P-Resource</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>A1</td>
<td>1</td>
</tr>
<tr>
<td>A3</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total Allocation</strong></td>
<td>2</td>
</tr>
</tbody>
</table>

The durations of the two activities shall be:
A1: \( y(1) = \max \left\{ \frac{16}{7}, \frac{12}{3} \right\} = 16 \text{ days} \)

A3: \( y(3) = \max \left\{ \frac{20}{12}, \frac{22}{13} \right\} = 22 \text{ days} \)

At time \( t = 16 \) activity A1 completes processing and A2 becomes sequence feasible. Unfortunately it cannot be initiated because \( P \)-resource 2, of which there is only one unit, is committed to A3 which is still on-going. Therefore activity 2 must wait for the completion of A3, which occurs at \( t = 22 \). When initiated at resource levels \( x_2(r_2) = 1 = x_2(r_a) \), it will consume \( y(2) = \max \left\{ \frac{12}{11}, \frac{14}{13} \right\} = 8 \text{ days to complete.} \)

The project duration (time of completion of node 3 in the AoA network) would be \( t_3 = 22 + 8 = 30 \). If the due date of the project were specified at \( T_s = 24 \), the project would be 6 days late.

2.3. Impact of the Support Resources

Suppose that at the start of the project both support resources were allocated to activity 3 as follows:

\( s_1 \rightarrow r_1 \) and \( s_2 \rightarrow r_2 \); then \( x_3(r_1, s_1) = 1 + 0.25 \) and \( x_3(r_2, s_2) = 1 + 0.35 \).

The duration of the A3 would change to \( y(3) = \max \left\{ \frac{20}{12}, \frac{22}{13} \right\} \approx 16.30 \text{ days.} \)

At \( t = 16.30 \) activity 2 can be initiated because primary resource 2 would be freed. If we continue with \( x_2(r_2) = 1 = x_2(r_a) \) it will consume the same 8 days to complete and the project duration would be \( t_3 = 16.30 + 8 = 24.30 \).

The project is almost on time!

Whether or not such allocation of the support resources is advisable shall depend on the relative costs of the \( S \)-resources and tardiness. In fact, again depending on the relative costs, it may be advisable to have allocated \( S \)-resource 1 to activity 1 when it is initiated at time 0 and, when completed, continue as above with activity 3, since the gain in the project completion time may secure some bonus payment that would more than offset the cost of the added support. It is also possible to allocate more than one \( S \)-resource to complement the \( P \)-resources in some activities. All these, and other, possibilities should be resolved by a formal mathematical model.

3. Mathematical Model

We assume that all costs are linear or piece-wise linear in their argument.

Let:

\( c^k \): the \( k \)th uniformly directed cutset (udc) of the project network that is traversed by the project progression; \( k = 1, \ldots, K \).

\( x_a(r_p) \): level of allocation of (primary) resource \( r_p \) to activity \( a \) (assuming integer values from 1 to \( Q_p(p) \) if the activity needs this resource).

\( x^r_a(s_q) \): level of allocation of secondary resource \( s_q \) to primary resource \( r_p \) in activity \( a \) (assuming integer values from 0 to \( Q_s(q) \)).

\( x_a \left( r_p, \left( s_q \right)_{q=1}^\sigma \right) \): total allocation of resource \( r_p \) (including complementary resources) to activity \( a \).

\( v(r_p, s_q) \): degree of enhancement of \( P \)-resource \( r_p \) by \( S \)-resource \( s_q \).

\( w_a(r_p) \): work content of activity \( a \) when \( P \)-resource \( r_p \) is used.

\( y_a \left( r_p, \left( s_q \right)_{q=1}^\sigma \right) \): duration of activity \( a \) imposed by primary resource \( r_p \) (including enhancement by complementary resources).

\( y(a) \): duration of activity \( a \) (considering all resources).

\( \rho \): number of primary resources, \( \rho = |P| \).

\( \sigma \): number of secondary resources, \( \sigma = |S| \).

\( Q_p(p)(Q_s(q)) \): capacity of \( P \)-resource \( r_p \) (\( S \)-resource \( s_q \)) available.

\( y_p \): marginal cost of \( P \)-resource \( r_p \).

\( y_q \): marginal cost of \( S \)-resource \( s_q \).

\( y_E \): marginal gain from early completion of the project.

\( y_L \): marginal loss (penalty) from late completion of the project.

\( t_i \): time of realization of node \( i \) (AoA representation), where node 1 is the “start node” of the project and node \( n \) its “end node”.

\( T_s \): target completion time of the project (due date).

\( c_r(a, r_p) \): cost of resources for activity \( a \) and resource \( r_p \) (including complementary resources).

\( c_r(a) \): cost of resources for activity \( a \) (includes all resources).

\( e \): earliness.

\( d \): tardiness (delay).

\( c_e \): cost of earliness.

\( c_d \): cost of tardiness.

\( c_{ED} \): cost of earliness and tardiness.

\( TC \): total cost.

The constraints are enumerated next. To avoid confusion with node designation we refer to an activity as “\( a \)” and to a node as \( i \) or \( j \). The notation \( a \equiv (i, j) \) means that activity \( a \) is represented by arc \((i, j)\).

Respect precedence among the activities:

\( t_j \geq t_i + y(a), \quad \forall a \equiv (i, j) \in A \quad (9) \)

Define total allocation of resource \( r_p \) (including complementary resource) in activity \( a \),

\( x_a \left( r_p, \left( s_q \right)_{q=1}^\sigma \right) = x_a(r_p) + \sum_{q=1}^\sigma v(r_p, s_q) \cdot x^r_a(s_q) \quad (10) \)
Define the duration of each activity when using each \( P \)-resource; then define the activity’s duration as the maximum of individual resource durations:

\[
y_a(r_p, s_q)_{q=1}^\sigma = \frac{w_a(r_p)}{x_a(r_p, s_q)_{q=1}^\sigma}
\]

(11)

\[
y(a) = \max_{all r_p} \{y_a(r_p, s_q)_{q=1}^\sigma\}
\]

(12)

Respect the \( P \)-resource availability at each \( udc \) traversed by the project in its execution,

\[
\Sigma_{a \in C} x_a(r_p) \leq Q_p(p), \forall p \in P
\]

(13)

in which \( Q(p) \) is the capacity (i.e., availability) of \( P \)-resource \( r_p \) (in the three activities example given above, the vector \( Q(P) = (2, 1, 3, 2) \)).

Respect also the \( S \)-resources availability, considering again the current \( udc \),

\[
\Sigma_{a \in C} x_a^r(s_q) \leq Q_s(q), \forall q \in S
\]

(14)

in which \( Q_s(q) \) is the capacity of \( S \)-resource \( s_q \) (in the three-activities example given above, the vector \( Q_s(q) = (1, 1, 1) \)). Note that the requirement that an \( S \)-resource is applied only to its relevant \( P \)-resources is taken care of in the \( P \)-\( S \)-matrix (see Table 3); what this constraint accomplishes is to limit its use to each resource’s total availability.

The difficulty in implementing this constraint stems from the fact that we do not know a priori the identity of the \( udc \)’s that shall be traversed during the execution of the project, since that depends on the resource allocations (both the \( P \)- and \( S \)-resources). A circularity of logic is present here: the allocation of the \( P \)-resources is bounded by their availabilities at each \( udc \), but these latter cannot be known except after the allocations have been determined. Unfortunately, this vicious cycle cannot be broken by a blanket enumeration of all the \( udc \)’s of the project because that would over-constrain the problem. There are several ways to resolve this circularity, formal as well as heuristic. The formal ones are of the integer programming genre which, when combined with the nonlinear mathematical programming model presented above, impose a formidable computing burden. The heuristic approaches are more amenable to computing; we propose such a heuristic approach below.

Define earliness and tardiness by,

\[
e \geq T_e - t_n
\]

(15)

\[
d \geq t_n - T_e
\]

(16)

\[
e, d \geq 0
\]

(17)

The objective function is composed of two parts: the cost of use of the \( P \)- and \( S \)-resources, and the gain or loss due to earliness or tardiness, respectively, of the project completion time \( t_n \) relative to its due date.

For simplicity, we make the following two assumptions:

1. The cost of resource utilization is quadratic in the resource allocation for the duration of the activity [7], [11], which renders the cost linear in work content (recall that the work content is assumed a known constant),

\[
c_p(a, r_p) = \left( f_p \times x_a(r_p) + \gamma_q \times \sum_{q=1}^\sigma x_a^r(s_q) \right) \times w(a, r_p)
\]

(18)

\[
c_p(a) = \sum_{a \in r_p} c_p(a, r_p)
\]

(19)

2. The earliness-tardiness costs are linear in their respective marginal values;

\[
c_{ET} = c_E + c_T = \gamma_E \cdot e + \gamma_T \cdot d
\]

(20)

The desired objective function may be written simply as

\[
\min TC = \sum_{a \in C} c_p(a) + c_{ET}
\]

(21)

4. Description of the Procedure Adopted

The mathematical model presented in the previous section is complex and represents a hard problem to solve. Actually this problem is a generalization of the well-known Resource Constraint Project Scheduling Problem (RCPSP). For such problems, the use of methods of exact solution is limited to small instances. Thus, we chose to use a heuristic approach. The procedure we have used to solve this problem will be presented below.

4.1. Genetic Algorithm

The heuristic method selected was a genetic algorithm (GA). The GA’s simplicity to model more complex problems and its easy integration with other optimization factors were methods that were considered before it was chosen.

The same type of GA has previously been successfully applied to classic scheduling problems [12, 13] and its variants [14]. For the Activity Networks under Resource Complementarity, we define a chromosome with \( n(p + \sigma + 1) \) genes. For each activity, the chromosome gives the quantity of each \( P \)-resource and the quantity of the complementary \( S \)-resource, as well as the priority.

The genetic algorithm has a very simple structure and can be represented by Algorithm 1. It begins with population generation and its evaluation. The first population is randomly generated. Attending to the fitness of the chromosomes the individuals are selected to be parents. We choose the parents selecting them for crossover using roulette-wheel selection method [15].

1 The acronym \( udc \) stands for ‘uniformly directed cutset’, which is a cutset of the graph in which all arrows are directed from the subset of nodes \( H \) which contains the origin node, to the complementary subset \( \overline{H} = N - H \) which contains the terminal node.
The crossover is applied and it generates a new temporary population that is also evaluated. Comparing the fitness of the new elements and of their progenitors the former population is updated. The Uniform Crossover (UX) is used in this work. This genetic operator uses a new sequence of random numbers and swaps both progenitors’ alleles if the random key is greater than a prefixed value. Figure 3 illustrates the UX’s application on two parents (prnt1, prnt2), and swaps alleles if the random key is greater or equal than 0.75. The genes 3, 4 and 12 are changed and it originates two descendants (dscndt1, dscndt2). Descendant 1 is similar to parent 1, because it has about 75% of genes of this parent. In this preliminary version we do not implement a mutation operator. We intend to implement a mutation operator to select randomly a gene and replace the allele value by other value randomly generated. With this strategy we change the priority of an activity or we change the number of resources (primary or support) assigned to an activity.

<table>
<thead>
<tr>
<th>gene</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>prnt1</td>
<td>0.89</td>
<td>0.49</td>
<td>0.24</td>
<td>0.03</td>
<td>0.41</td>
<td>0.11</td>
<td>0.24</td>
<td>0.12</td>
<td>0.33</td>
<td>0.30</td>
<td>0.27</td>
<td>0.18</td>
</tr>
<tr>
<td>prnt2</td>
<td>0.83</td>
<td>0.41</td>
<td>0.40</td>
<td>0.04</td>
<td>0.29</td>
<td>0.35</td>
<td>0.38</td>
<td>0.01</td>
<td>0.42</td>
<td>0.32</td>
<td>0.28</td>
<td>0.13</td>
</tr>
<tr>
<td>randkey</td>
<td>0.83</td>
<td>0.41</td>
<td>0.40</td>
<td>0.04</td>
<td>0.29</td>
<td>0.35</td>
<td>0.38</td>
<td>0.01</td>
<td>0.42</td>
<td>0.32</td>
<td>0.28</td>
<td>0.13</td>
</tr>
<tr>
<td>dscndt1</td>
<td>0.89</td>
<td>0.49</td>
<td>0.40</td>
<td>0.04</td>
<td>0.29</td>
<td>0.35</td>
<td>0.38</td>
<td>0.01</td>
<td>0.42</td>
<td>0.32</td>
<td>0.28</td>
<td>0.13</td>
</tr>
<tr>
<td>dscndt2</td>
<td>0.83</td>
<td>0.41</td>
<td>0.24</td>
<td>0.03</td>
<td>0.29</td>
<td>0.35</td>
<td>0.38</td>
<td>0.01</td>
<td>0.42</td>
<td>0.32</td>
<td>0.28</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Figure 3: The UX crossover

4.2. Constructive Algorithm
In order to build a solution from the chromosome, we use a constructive algorithm based on Giffler and Thompson’s algorithm (GT) [16]. While the GT algorithm can generate all the active plans for the JSSP, the constructive algorithm only generates the plan in agreement with the chromosome. As advantages of this strategy, we have pointed out the minor dimension of the representation space and the solution space, which includes the optimum solution and the fact that it does not produce impossible or disinteresting solutions from the optimization point of view. On the other hand, since the dimensions between the representation space and the solution space are very different, this option can represent a problem because many chromosomes can represent the same solution.

The constructive algorithm has n stages and in each stage an activity is scheduled. To assist the algorithm’s presentation, consider the following notation existing in stage $t$

- $P_t$: the partial schedule of the $(t-1)$ scheduled activities;
- $S_t$: the set of activities schedulable at stage $t$, i.e. all the activities that must precede those in $S_t$ are in $P_t$;
- $\sigma_k$: the earliest time that activity $a_k$ in $S_t$ could be started. This time respects the conclusion of all predecessors of $a_k$ and the availability of all resources that $a_k$ will use (primary and supportive resources);
- $\phi^*_k$: the earliest time that activity $a_k$ in $S_t$ could be finished;
- $\phi^*_t$: the selected minimal value of $\phi^*_k$ considering $a_k$ in $S_t$ where ($\phi^* = \min_{a_k \in S_t} \{\phi^*_k\}$);
- $S^*_t$: the conflict set formed by $a_k$ in $S_t$, $\sigma_k < \phi^*_t$;
- $a^*_k$: the selected activity to be scheduled at stage $t$.

The constructive algorithm of solutions is presented in a format, similar to the one used by [17] to present the GT algorithm (see Algorithm 2). In Step 3, instead of using a priority dispatching rule, the information given by the chromosome is used. If the maximum allele value is equal for two or more activities, one is chosen randomly.

<table>
<thead>
<tr>
<th>Step</th>
<th>Algorithm 2: Constructive algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Let $t = 1$ with $P_1$ being null. $S_t$ will be the set of all activities with no predecessors, in other words those that are connected to start vertex.</td>
</tr>
<tr>
<td>2</td>
<td>Find $\phi^<em><em>t = \min</em>{a_k \in S_t} {\phi^</em>_k}$ and identify $A^<em>_t$ from $S^</em>_t$.</td>
</tr>
<tr>
<td>3</td>
<td>Select activity $a^<em>_k$ in $S^</em>_t$ with the greatest allele value greatest priority.</td>
</tr>
<tr>
<td>4</td>
<td>Move to next stage by</td>
</tr>
<tr>
<td>4.1</td>
<td>adding $a^<em><em>k$ to $P_t$, so creating $P</em>{t+1}^</em>$;</td>
</tr>
<tr>
<td>4.2</td>
<td>deleting $a^<em><em>k$ from $S_t$ and creating $S</em>{t+1}$ by adding (if exist) to $S_t$ the activities that directly follows $a^</em><em>k$ and have all predecessors in $P</em>{t+1}^*$;</td>
</tr>
<tr>
<td>4.3</td>
<td>incrementing $t$ by 1.</td>
</tr>
<tr>
<td>5</td>
<td>If there are any activities left unscheduled ($t &lt; N$), go to Step 2. Otherwise, stop.</td>
</tr>
</tbody>
</table>
Consider the example presented in Figure 2, Table 1 and Table 2 with three activities (A1, A2, A3). In this instance, there are \( p = 4 \) primary resources and \( \sigma = 2 \) supportive resources. A chromosome to represent a solution for this instance has 21 genes, since there are six genes for each activity to establish the number of elements of each resource that will be used, plus a gene \( A_k \) that defines the activity’s priority. Table 5 presents a chromosome of random keys values for this instance. The values are generated randomly between 0 and 99.

Table 5: A Chromosome

<table>
<thead>
<tr>
<th>Activity</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
</tr>
</thead>
<tbody>
<tr>
<td>94</td>
<td>0</td>
<td>76</td>
<td>35</td>
</tr>
<tr>
<td>38</td>
<td>32</td>
<td>36</td>
<td>47</td>
</tr>
<tr>
<td>23</td>
<td>69</td>
<td>35</td>
<td>47</td>
</tr>
<tr>
<td>26</td>
<td>61</td>
<td>35</td>
<td>47</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>42</td>
<td>86</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
</tbody>
</table>

Activity \( A_1 \) has a priority 94, which is the greatest, while \( A_2 \) has the lowest priority “36”. To define the number of elements of each resource, we use Table 2. The availability of \( P \)-resource 3 is 3 units. We define three equal intervals between 0 and 99. For this resource, if the allele is a value between 0 and 32 one unit is assigned. For values between 33 and 66, we assign two units, and for values between 67 and 99, three units will be assigned. To establish the number of units for the supportive resources, the procedure is similar, but it also includes the possibility to assign 0 units, because this is an optional type of resource. Considering these rules, the chromosome presented in Table 5 defines the following units of resources to be used, which are presented in Table 6.

Table 6: Amount of units of resources to be used

<table>
<thead>
<tr>
<th>Activity</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Units</td>
<td>2</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Units</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Units</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

The procedure assigns zero units of a \( P \)-resource to an activity, if the activity does not use that primary resource, which is the case of \( P_2 \) in the activity \( A_1 \), according to Table 2. The assignment of supportive resources to the primary resources is performed considering the “amount” of work content existent after the assignment of primary resources. The first unit is assigned to the \( P \)-resource with the largest work content. After the assignment, the amount of work is recalculated, and then the next assignment is made, and so on. Activity \( A_1 \) has the following work content (see Table 2):

\[
P\text{-resource} \rightarrow 1 \quad 2 \quad 3 \quad 4
\]

Assigning the units of primary resources defined by the chromosome, the duration is then:

\[
P\text{-resource} \rightarrow 1 \quad 2 \quad 3 \quad 4
\]

\[
A1 \hspace{1cm} 16 \quad 0 \quad 12 \quad 12
\]

The first unit of supportive resource \( S_1 \) is assigned to \( P_3 \). Recalculating the durations by Eq. (11), we have:

\[
P\text{-resource} \rightarrow 1 \quad 2 \quad 3 \quad 4
\]

\[
A1 \hspace{1cm} 7.442 \quad 0 \quad 4 \quad 6
\]

The second unit of supportive resource \( S_2 \) is assigned to \( P_3 \). Recalculating the durations by Eq. (11), we have:

\[
P\text{-resource} \rightarrow 1 \quad 2 \quad 3 \quad 4
\]

\[
A1 \hspace{1cm} 6.957 \quad 0 \quad 4 \quad 6
\]

Applying the same procedure to the remaining activities, we will have the durations presented in Table 7.

Table 7: Activities duration

<table>
<thead>
<tr>
<th>Activity</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration</td>
<td>7.442</td>
<td>6.957</td>
<td>6.957</td>
</tr>
<tr>
<td>A1</td>
<td>6.957</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>A2</td>
<td>0</td>
<td>5.185</td>
<td>4.444</td>
</tr>
<tr>
<td>A3</td>
<td>20</td>
<td>0</td>
<td>11</td>
</tr>
</tbody>
</table>

The result of applying the constructive algorithm can be seen in Figure 4. It presents the evolution of set \( S' \) and the corresponding starting and conclusion times for each activity during the execution of the constructive algorithm. The final Gantt Chart of the project is also presented for the AoN network, and it shows the occupation of all the resource units. Figure 4 shows that one can start earlier the processing of activities considering the time of availability of resources. Consider the case of activity 2 and activity 3. Although activity 3 continues its execution with primary resource P11, it releases resources P31 and P32 earlier. From this moment it is possible to start activity 2 because all the resources that are needed are available.

Consider the due date for the project equal to 24 units of time and the following parameters:

- \( P \)-resource cost: 4 per unit of work content;
- \( S \)-resource cost: 1 per unit of work content;
- Delay cost: 60 per unit of time;
- Earliness cost: 40 per unit of time.

The project is complete at time 26.96 with 2.96 units of lateness. The resources cost is equal to 845, and the delay cost is 177.39. The total cost of the solution is 1022.39. (See Eq. (18) - (20)).

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>1</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_k$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\phi_k$</td>
<td>6.957</td>
<td>20</td>
</tr>
<tr>
<td>$a_k^*$</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$S_2$</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_k$</td>
<td>6.957</td>
<td>6.957</td>
</tr>
<tr>
<td>$\phi_k$</td>
<td>12.14</td>
<td>26.96</td>
</tr>
<tr>
<td>$a_k^*$</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$S_3$</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_k$</td>
<td>17.97</td>
</tr>
<tr>
<td>$\phi_k$</td>
<td>23.14</td>
</tr>
<tr>
<td>$a_k^*$</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 4: Constructive Algorithm execution

5. Computational Results

We performed several computational experiments with instances proposed by [18]. These experiments allow measuring the effectiveness and efficiency of the methodology. We have chosen five instances with 3, 5, 11, 17 and 24 activities. Despite being small instances, they are sufficient to characterize the performance of the genetic algorithm in terms of evolution of the best solution found throughout the iterations, the robustness of the search, among other features. The networks associated with the selected instances are presented in Figure 5.

Figure 5: Representative Instances of the Networks

The summary of the results of the computational experiments is presented in Table 8 (instances Network 01, Network 02, Network 06, Network 10 and Network 12). We have done 5 runs for each configuration. The average cost values and the best cost value obtained from five runs are presented. We tested different dimensions of population, 20, 100 and 300 individuals. It was intended to evaluate the performance of the fitness function established for the genetic algorithm.

<table>
<thead>
<tr>
<th>Instances</th>
<th>Population</th>
<th>Iterations</th>
<th>Run1</th>
<th>Run2</th>
<th>Run3</th>
<th>Run4</th>
<th>Run5</th>
<th>Average</th>
<th>Better</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network 01</td>
<td>20</td>
<td>1000</td>
<td>214</td>
<td>214</td>
<td>214</td>
<td>214</td>
<td>214</td>
<td>214</td>
<td>214</td>
</tr>
<tr>
<td>(3 act)</td>
<td>100</td>
<td>5000</td>
<td>214</td>
<td>214</td>
<td>214</td>
<td>214</td>
<td>214</td>
<td>214</td>
<td>214</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>1000</td>
<td>214</td>
<td>214</td>
<td>214</td>
<td>214</td>
<td>214</td>
<td>214</td>
<td>214</td>
</tr>
</tbody>
</table>

| Network 02 | 20         | 1000       | 631  | 631  | 631  | 631  | 631  | 631     | 631    |
| (5 act)    | 100        | 5000       | 631  | 631  | 631  | 631  | 631  | 631     | 631    |
|            | 300        | 1000       | 631  | 631  | 631  | 631  | 631  | 631     | 631    |
In general, there is consistency in the values obtained, especially in the two smaller instances. With the increase in population, best values are achieved.

In order to have a perception of the evolution of the solution along the iterations, the register of the best solution and the mean values of the five runs (instance: Network 12; iterations: 25000; population: 10), is presented in Figure 6. This “curve” is a typical fit in this kind of heuristic. In the first 20% of the iterations we obtain an improvement that is about 90% of the overall improvement that the method does over the 25000 iterations.

The summary of the values obtained for the five runs in different iterations between 1 and 5000 is presented in Figure 7(a) and (b).

The five runs in Figure 7 (a) present a similar and consistent behavior. Figure 7 (b) shows the average value and the best value obtained in five runs. It is possible to check for the consistency in the evolution of the average of the five runs.

Initially we developed a brute force algorithm and considered that all resources used in the processing of an activity are released only at the end of the larger work content of the activity. This algorithm was applied to the network 01 (3 activities), as a hypothetic project (Figure 5), and the better fit was 332.56.

If we observe the results provided by GA algorithm for the same instance, the value of the better fit was 214.00, which means the better fit is 27.53% under the expected value. We recall that in the GA, one or more P-resources can be released before the actual end of the activity (the work content is defined in Table 2).

This way, we can perceive an improvement of the better fit, just considering the earlier release of P-resources, which results in a lower cost and a better resource usage.
6. Conclusion
In this paper we studied the problem of project management with complementary resources. The importance of the problem lies in the opportunity to develop a system that would not only improve the allocation of often scarce resources, but also result in a reduction of uncertainties within the project, combined with increasing performance and reduced cost of the project. We presented a mathematical model and a genetic algorithm developed to solve the problem. The genetic algorithm is based on random keys that allows for easy adaptation to complex models. The method was tested with some activity networks and the results obtained allow us to demonstrate its validity, effectiveness and efficiency. Considering the feasibility of the proposed model, we believe that it can provide the user a new option of planning to determine the best combination of resources and lower cost of the project, improving firms capacity planning.

Increasing the size of the network as in Network 12, we observed some distortions caused by false better fitness and premature convergence (that occurs after 20% of the iterations). We have discussed about the earlier resource release and how can we save more time and money (depending of the network), using this modified GA algorithm, which presented an improvement of network 01 better fit of 27.53%.

For the next steps, we intend to develop some specific genetic operators that will be implemented mainly in the form of mutation, to increase the diversity of the population and reduce the impact of the premature convergence providing a way to escape of the better fitness traps.
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