Forecasting seasonal time series with computational intelligence: contribution of a combination of distinct methods.
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Abstract

Accurate time series forecasting are important for displaying the manner in which the past continues to affect the future and for planning our day to day activities. In recent years, a large literature has evolved on the use of computational intelligence in many forecasting applications. In this paper, several computational intelligence techniques (genetic algorithms, neural networks, support vector machine, fuzzy rules) are combined in a distinct way to forecast a set of referenced time series. Forecasting performance is compared to the a standard method frequently used in practice.
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1. Introduction

Time Series Forecasting (TSF) predicts the behavior of a given phenomenon based solely on the past patterns of the same event. Several TSF (mainly statistical) methods were developed, e.g., Holt-Winters or Box-Jenkin's ARIMA. More recently, several Computational Intelligence (CI) techniques have been proposed for TSF [1]. Let us recall, that CI denotes an Artificial Intelligence branch that relies on heuristic algorithms that were inspired in biological and natural intelligence. Examples of CI applied to TSF include: Artificial Neural Networks (ANN) [2], evolutionary computation [3], Support Vector Machines (SVM) [4], immune systems [5], fuzzy techniques [6], or their combinations [7, 8].

In this paper, we present three recent CI approaches for seasonal TSF: Automatic Design of Artificial Neural Networks (ADANN), SVM with time lag selection based on a sensitivity analysis procedure; and Fuzzy Linguistic Approach to the trend-cycle analysis and forecasts. Further, we propose novel hybrid combinations of the CI methods, such that the fuzzy approach for the trend-cycle forecasts is complemented by the earlier two approaches that forecast seasonal components of the decomposition. All these CI variants are compared to the ARIMA methodology [9].

2. Related work and motivation

2.1. Automatic design of neural networks

ANNs provide a methodology for solving many types of nonlinear problems that are difficult to solve by traditional techniques. Often, time series processes exhibit temporal and spatial variability, and are suffered by issues of nonlinearity of physical processes, conflicting spatial and temporal scale and uncertainty in parameter estimates. ANNs are flexible models that have the capability to learn the underlying relationships between the inputs and outputs of a process, without needing the explicit knowledge of how these variables are related.

Generally, problem related to the use of ANN is its design appropriately chosen for a particular time series. Besides the decision concerning particular type of ANN that will solve the TSF task and the learning algorithm, one has to make further choices concerning the neural network architecture, initializing weights vector and the learning rate. Several works employ distinct methods to obtain an ANN design in an automatic way. We follow those that directly involve evolutionary techniques [10, 11, 12].

2.2. Support vector machines

SVM is a powerful learning tool that is based on a statistical learning theory developed in the 1990s by Vapnik et al. [13]. SVM is based on two key concepts: it transforms the input variables into a high dimensional feature space (using a kernel function) and then the algorithm finds the best hyperplane that models the data in this feature space.

The motivation of using SVM for forecasting is the same as in ANN: both are flexible models. By this we mean, that no a priori restriction is imposed in comparison to classical TSF methods, and presenting nonlinear learning capabilities.

Similarly to ANN, the variable (e.g. a time lag) selection is useful to discard irrelevant time lags
which leads to simpler models that are easier to interpret and that usually give better performances [14, 15] and hence, it is a critical issue. Also, SVM has further hyperparameters (kernel parameter) that need to be adjusted [16]. In this work, we address this crucial issue.

2.3. Linguistic approach

So far, a notable number of works aiming at fuzzy approach to TSF has been published [6, 7, 17]. Most of them either use Takagi-Sugeno rules or various neuro-fuzzy approaches that lie on the border between neural networks, Takagi-Sugeno models and evolving fuzzy systems.

However, the Takagi-Sugeno rules use functional consequents without any linguistic meanings and do not employ any kind of logical implication; evolving system usually well tune (Gaussian) fuzzy sets to have a center, say, at node 5.6989 and the width parameter equal to 2.8893 (see [17]). Hence, most of such fuzzy approaches, although very powerful, disregarded the importance of interpretability. Motivated by this lack, we deal with the linguistic approach introduced in [18, 19].

3. Time series data and evaluation

3.1. Time series datasets

Let \( \{ y_t \mid t = 1, \ldots, T \} \subset \mathbb{R} \) be the past values (usually called as in-samples) of a given time series. Our TSF task is to build a model that analyzes the in-samples in order to forecast the so-called out-of-samples:

\[ \{ F_t = y_t - e_t \mid t = T + 1, \ldots, T + h \} \subset \mathbb{R}, \quad h \geq 1 \]

where \( e_t \) denotes the forecasting error that should be minimized according to an accuracy measure and \( h \) denotes the forecasting horizon. We assume that only in-sample data is used to build such TSF model. In case of \( h > 1 \), either the model directly outputs multi-step ahead forecasts or the out-of-samples are forecasted iteratively by using 1-ahead forecasts (and the remaining up to the \( h - 1 \) predicted values) as inputs of the model [20].

In this work, we address seasonal data, since we believe multi-step forecasts are particularly useful for these type of series. To compare the proposed TSF methods, we selected 6 benchmark time series (Table 1). Five of them: passengers (numbers or airlines passengers in thousands); pigs (numbers of pigs slaughtered in Victoria); cars (car sales in Quebec); abraham12 (gasoline demand at Ontario) and abraham14 (U.S. houses sales data of in thousands); are monthly series from the well-known Hyndman’s Time Series Data Library [21]. All these five datasets contain real-world data from different areas, which makes them interesting to forecast. The last series, called mackey-glass, is a chaotic series based on the Mackey-Glass differential equation and it is widely regarded as a benchmark for comparing the generalization ability of different methods. It has been chosen in order to extend the experimental datasets by a different kind (not monthly; not real-world; no trend, nor noise) of a benchmark.

3.2. Evaluation

The global performance of a forecasting model is evaluated by an accuracy measure, such as Mean Absolute Error (MAE), (Root) Mean Squared Error ((R)MSE), Symmetric Mean Absolute Percentage Error (SMAPE) or Mean Absolute Scaled Error (MASE).

Historically very popular (R)MSE is quite sensitive to outliers [22] and furthermore, both MSE and MAE are scale-dependent measures and cannot be used for a comparison across more time series.

Both SMAPE and MASE:

\[
\text{SMAPE} = \frac{1}{h} \sum_{t=1}^{T+h} \frac{|e_t|}{(y_t + |F_t|)/2} \times 100\%, \quad (1)
\]

\[
\text{MASE} = \frac{1}{h} \sum_{t=1}^{T+h} \frac{1}{T} \sum_{j=2}^{T} |y_j - y_{j-1}|, \quad (2)
\]

where \( e_t = y_t - F_t \), have the advantage of being scale independent. Thus can be used to compare methods across different time series. However, there are still two SMAPE drawbacks [23]: the denominator may be close to zero, and a heavier penalty is given to under-forecasting when compared to over-forecasting. More recently proposed [23] MASE does not hold the SMAPE disadvantages. When MASE > 1, the forecasts are worse (on average) when compared with the in-sample one-step forecasts of the naïve random-walk method. In other words MASE compares the average out-of-sample \( e_t \) with the average in-sample first difference and hence, it reallitizes the prediction error with respect to time series fluctuations from the past.

Table 1: Time series seasonal period and in-sample/out-of-sample sizes. Symbols denote: \( K = \) Seasonal period; \( T = \#\text{in-samples}; \ h_2 = \#\text{out-of-samples}. \)

<table>
<thead>
<tr>
<th>Series</th>
<th>( K )</th>
<th>( T )</th>
<th>( h_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>passengers</td>
<td>12</td>
<td>120</td>
<td>24</td>
</tr>
<tr>
<td>pigs</td>
<td>12</td>
<td>164</td>
<td>24</td>
</tr>
<tr>
<td>cars</td>
<td>12</td>
<td>84</td>
<td>24</td>
</tr>
<tr>
<td>abraham12</td>
<td>12</td>
<td>168</td>
<td>24</td>
</tr>
<tr>
<td>abraham14</td>
<td>12</td>
<td>108</td>
<td>24</td>
</tr>
<tr>
<td>mackey-glass</td>
<td>30</td>
<td>731</td>
<td>60</td>
</tr>
</tbody>
</table>

For the comparison, we opted to compute SMAPE and MASE metrics for two distinct fore-
casting horizons: \( h_1 = K \) and \( h_2 = 2K \), where \( K \) is the seasonal period, see Table 1.

4. Forecasting methods

4.1. ARIMA by ForecastPro®

As a baseline comparison, we choose the popular ARIMA methodology [9] because: a) ARIMA is a common method widely used in practice; b) similarly to ARIMA, all the CI approaches discussed below are of an autoregressive nature.

Note, that in order to avoid any bias from a naïve implementation of ARIMA, we adopted the ForecastPro® (FP) professional forecasting software. In particular, we fed the tool with the in-samples and executed the full automatic parameter selection of ARIMA to obtain the forecasts.

4.2. Automatic Design of Artificial Neural Networks (ADANN)

In order to obtain a single ANN with logistic activation functions (values within the range \([0,1]\)), a given time series has to be normalized. After fitting the ANN, the inverse process is carried out. The time series in-samples are transformed into a pattern set with \( I \) inputs. Only one neuron was chosen at the output layer and multi-step forecasts are performed using an iterative feedback of the previous forecasts [15]. Therefore, the time series will be transformed into a pattern set, where each pattern will consists of:

\[
(N_{t-1},\ldots,N_{t-2},N_{t-1}) \rightarrow N_t
\]

where all \( N_t \) values correspond to the normalized \( y_t \) ones. This pattern set is used to train and validate each ANN generated during the GA execution. Thus, the data is split into training (with the first \( X\% \) data) and validation sets (with the remaining patterns from the in-samples).

The search for the best ANN design can be performed by a GA [24] using exploitation and exploration.

In this work, we use a Multilayer Perceptron (MLP) neural network with one hidden layer and Backpropagation (BP) as the learning algorithm. A direct encoding schema for full connected MLP is considered. For this encoding scheme the information placed into the chromosome is: two genes (decimal digits) to codify the number of inputs nodes (\( I \)); two genes for the number of hidden nodes (\( H \)); two genes for the learning factor (\( \alpha \)); and the last ten genes for the initialization seed (\( s \), “long int” type) value of the connection weights. This way, the values of \( I, H, \alpha \) and \( s \) are obtained from the chromosome as follows:

\[
\text{chromosome} = g_I,g_{I_2},g_{I_3},g_{I_4},g_{H_1},g_{H_2},g_{H_3},\ldots, g_{I_{10}},
\]

\[
s = g_{I_1}, g_{I_2}, \ldots, g_{I_{10}},
\]

\[
I = 10g_I + g_{I_1},
\]

\[
H = \min(2I, 10g_{H_1} + g_{H_2}),
\]

\[
\alpha = (10g_\alpha + g_{\alpha_1})/100.
\]

The search process (GA) will consist of the following steps:

1. A population (a set of chromosomes) is randomly generated.
2. The phenotypes (ANN architectures) and fitness value of each individual of the actual generation is obtained. To obtain the phenotype associated to a chromosome and its fitness value:
   (a) The phenotype of an individual of the actual generation is first obtained using the SNNS tool [25].
   (b) Then for each NN \( i \), training and validation pattern subsets are obtained from time series data depending on the number of inputs nodes of network \( i \).
   (c) The net is trained with BP (using SNNS). The architecture (topology and connections weights set) of the net is saved (i.e. early stopping) when the validation error is minimum during the training process. Thus, this architecture is the final phenotype of the individual.
3. Once the fitness value for whole population is available, the GA operators (Elitism, Selection, Crossover and Mutation) are applied in order to generate the population of the next generation.
4. The steps 2 and 3 are iteratively executed till a maximum number of generations is reached.

The GA parameters were set to: population size, 50; maximum number of generations, 100; percentage of the best individual that stay unchangeable to the next generation (percentage of elitism), 10%; crossover: parents are split in one point randomly selected, offspring are the mixed of each part from parents; mutation probability will be one divided between the length of the chromosome (1/lengthchrom = 1/16 = 0.07), and it will be carried over for each gene of the chromosome.

4.3. SVM - Support Vector Machine

Any regression algorithm, e.g., ANN or SVM, can be applied to TSF by adopting a sliding time window, defined by the set of time lags \( \{k_1,k_2,\ldots,k_7\} \), that is used to build a forecast.
For a given time period $t$, the model inputs are $y = (y_{t-k}, \ldots, y_{t-k_2}, y_{t-k_1})$ and the desired output is $y_t$. For example, let us consider the series $6_1, 10_2, 14_3, 18_4, 23_5$ ($y_t$ values). If the $\{1, 3\}$ window is adopted, then two training examples can be created: $(6, 14) \rightarrow 18$ and $(10, 18) \rightarrow 23$.

In SVM regression [26], the input (y with domain Y) is transformed into a high $m$-dimensional feature space (3), by using a nonlinear mapping $\phi : Y \rightarrow \mathcal{F}$ that does not need to be explicitly known but that depends on a kernel function $K(x, x') = \exp(-\lambda|x-x'|^2)$, $\lambda > 0$, which presents less parameters than other, e.g., polynomial, kernels [27].

The SVM performance is affected by three parameters: $\lambda$, $\varepsilon$ and $C$ (a trade-off between fitting the errors and the flatness of the mapping). To reduce the search space, the first two values are set using the heuristics [28]: $C = 3$ (for a standardized output) and $\varepsilon = \sigma/\sqrt{N}$, where $\sigma = 1.5/N \times \sum_{i=1}^{N} (y_i - \bar{y}_i)^2$ and $\bar{y}_i$ is the value predicted by a 3-nearest neighbor algorithm.

Further, the forecasting performance is affected by time lag and model selections while a better generalization is achieved if only relevant time lags are fed into the model [14]. The kernel parameter $\lambda$ produces the highest impact in the SVM performance, in comparison to $C$ or $\varepsilon$.

Sensitivity analysis [29] is a procedure that is applied after the training phase and analyzes the model responses when the inputs are changed. Let $\hat{y}_{t+k} (j)$ denote the output obtained by holding all input variables at their average values except $y_{t-k}$, which varies through its entire range with $j \in \{1, \ldots, L\}$ levels. If a given input variable $y_{t-k}$ is relevant then it should produce a high variance $V_k$.

Thus, its relative importance $R_k$ can be given by:

$$V_k = \sum_{j=1}^{L} (\hat{y}_{t+k}(j) - \bar{y}_{t+k})^2 / (L-1),$$

$$R_k = V_k / \sum_{i=1}^{L} V_i \times 100 \, (%).$$

This is a simple procedure that only measures single input variance and not interactions of inputs. Yet, even with this limitation, this fast procedure has outperformed other more sophisticated algorithms for the input variable selection [29].

We propose a simultaneous variable and model selection procedure for multi-step ahead forecasting. The method starts with a maximum of $I_{max}$ time lags and iteratively deletes one input until there are no time lags. The sensitivity analysis is used to select the least relevant lag to be deleted in each iteration, allowing a reduction of the computational effort by a factor of $I_{max}$ when compared to the standard backward selection procedure. Before feeding the SVM, all variables are standardized to a zero mean and one standard deviation. After the training, the SVM outputs are post-processed with the corresponding inverse scaling function. During a given iteration, a grid search is used to find the best model hyperparameter $\gamma \in \{2^{-15}, 2^{-13}, \ldots, 2^1\}$. The training data is divided into training (2/3 of in-samples) and validation sets (1/3 of in-samples). After the variable and model selection phase, the final model is retrained using all in-samples. Multi-step forecasts are built iteratively by using 1-ahead predictions as inputs [20].

The SVM experiments were conducted using the rminer library [30] of the R tool, which adopts the Sequential Minimal Optimization algorithm to fit the model. In this work, we set $L = 6$ [29] and $I_{max} = K + 1$. The intention is to include all up to the seasonal lag plus an additional one that may be relevant for trended series.

### 4.4. Linguistic approach

The main idea is as follows. First, a time series is decomposed into the so called trend-cycle and the seasonal component using the fuzzy transform [31]. Second, the trend-cycle is described by the linguistic description [32] (fuzzy rule base) comprised from fuzzy rules. The fuzzy rules, as special sentences of a natural language, describe the data generating process autoregressively in an interpretable form.

Finally, a model of the seasonal components is determined and used to forecast these components. Both forecasted components are composed together to obtain the time series forecasts.

The fuzzy transform (abb. F-transform) [31, 33, 34] is a specific fuzzy approximation technique that transforms a given function defined on a real interval (universe) into a simpler space of $n$-dimensional vectors $\mathbb{R}^n$, and then transforms it back.

First, fuzzy partition (consisting of basic functions) of the universe is constructed. The basic functions are fuzzy sets $A_i$ such that $A_i(x) > 0$ for $x \in (c_i-1, c_i+1)$ and $A_i = 0$ elsewhere, where $c_i$ are usually equidistantly distributed nodes on the universe.

Given a fuzzy partition, the (direct) F-transform of function $f$ is defined as a vector of the components of the F-transform where each component is determined as a center of gravity of function values above (weighted by) the corresponding basic function. If the function is given only by a set of samples the integrals in the gravity formula are replaced by finite sums. This is also the case of a time series which is viewed as a discrete function $y(t)$ given at
t = 1, . . . , T. Then an appropriate fuzzy partition of the interval [1, T] is constructed and the fuzzy transform components determined:

$$Y_i = \frac{\sum_{t=1}^{T} y(t)A_i(t)}{\sum_{t=1}^{T} A_i(t)}, \quad i = 1, \ldots, n. \quad (4)$$

The inverse transform, converts the direct F-transform vector into another continuous function that approximates the original one, that is in case of a time series:

$$y_{F,n}(t) = \sum_{i=1}^{n} Y_i A_i(t).$$

A given time series is decomposed into a trend-cycle and seasonal components. The inverse F-transform serves as a model of its trend-cycle and the seasonal component $S_t$ that determines the de-trended time series, is given by $S_t = y_t - y_{F,n}(t)$.

To forecast the trend-cycle, it is sufficient to forecast future F-transform components and to compute the inverse F-transform for $t+1, \ldots, t+h$. The F-transform component evolvement may be analyzed and described using autoregressive fuzzy rules (linguistic description) and as their first- and/or second-order differences. This leads to a linguistic description comprised of (automatically generated [35] implemented in LFLC2000 software [36]) fuzzy rules such as:

$$IF \triangle Y_{i-1} \in B_{\triangle i-1} \text{ AND } Y_i \in B_i \text{ THEN } \triangle Y_{i+1} \in C_{\triangle i+1} \quad (5)$$

describing the autoregressive nature of the trend-cycle. Expressions $B, C$ are evaluative linguistic expressions, such as very big, extremely small or roughly medium.

These expressions are built on the basic trichotomy small, medium, big using specific adverbs called linguistic hedges (extremely, significantly, very, more or less, roughly, quite roughly, very roughly) that either widen or narrow their meaning. For further details we refer to [37, 19].

Using an inference mechanism and a defuzzification method, the linguistic rules such as (5) may be successfully used to forecast future F-transform components. In case of the use of the evaluative linguistic expressions, perception-based logical deduction (PbLD)[38] and defuzzification of evaluative expressions (DEE) are the appropriate ones, see [18].

Given an input, perception selects the most fired rule(s) according to the degree up to which the antecedents are fulfilled. If there are more than one such antecedents (rules fired to the same degree), the most specific antecedent(s) (linguistic hedges play a crucial role in the determinancy of the specificity) is/are chosen and the respective fuzzy rule(s) is/are fired.

After the perception procedure, the Łukasiewicz fuzzy implication is applied to deduce a conclusion that is a fuzzy sets. Note, that the Łukasiewicz fuzzy implication is adopted from the original PbLD but it may be replaced by other appropriate fuzzy implications. If more rules than one are fired, their consequences are aggregated by the minimum operation. In order to forecast the future F-transform component that is a crisp number, the DEE defuzzification [37] is employed.

4.5. Combination of CI techniques

While ADANN and SVM approaches introduced above aim at modeling and forecasting entire time series, the linguistic fuzzy approach focuses only on modeling and forecasting the trend-cycle of a given time series. This means that seasonal components have to be forecasted separately and composed together with the trend-cycle forecast. Seasonal components may be predicted by arbitrary appropriate TSF technique. Given the scope of this paper, we found natural to propose the use of CI approaches, i.e. the use of ADANN and SVM, leading to two novel fuzzy hybrids, termed here Fuzzy ANN (FANN) and Fuzzy SVM (FSVM).

5. Results

5.1. Accuracy

Further, we follow the idea of the combination of the linguistic approach and both CI approaches – ADANN and SVM. Let us recall that the linguistic approach is used to model and forecast trend-cycles of the given time series while the latter two approaches model the de-trended time series. Finally, both components are composed together and the forecast accuracy is compared to ARIMA implemented in ForecastPro® (FP) software serves as a comparison benchmark.

<table>
<thead>
<tr>
<th>Series</th>
<th>$h_1$</th>
<th>$h_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FP</td>
<td>FANN</td>
</tr>
<tr>
<td>pass.</td>
<td>1.24</td>
<td>1.73</td>
</tr>
<tr>
<td>pigs</td>
<td>0.64</td>
<td>0.68</td>
</tr>
<tr>
<td>cars</td>
<td>0.54</td>
<td>0.82</td>
</tr>
<tr>
<td>ab.12</td>
<td>1.12</td>
<td>0.71</td>
</tr>
<tr>
<td>ab.14</td>
<td>1.39</td>
<td>3.41</td>
</tr>
<tr>
<td>m.g.</td>
<td>1.30</td>
<td>0.17</td>
</tr>
<tr>
<td>Avg</td>
<td>1.04</td>
<td>1.25</td>
</tr>
</tbody>
</table>

Table 2: Comparison of FANN, FSVM and FP performance measured by MASE. Best values in bold, “Avg.” denotes the average.

Observing Tables 2 and 3, one can again see that there is a slight difference between comparisons based on MASE and SMAPE. Although the differences are not fundamental and that we may observe tendencies and potential of success in performing the TSF task for particular methods, no direct conclusion in the sense of the order of the above introduced methods can be stated.
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<table>
<thead>
<tr>
<th>Series</th>
<th>$h_1$</th>
<th>$h_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>pass.</td>
<td>6.5</td>
<td>9.7</td>
</tr>
<tr>
<td>pigs</td>
<td>6.1</td>
<td>6.5</td>
</tr>
<tr>
<td>cars</td>
<td>7.4</td>
<td>12.8</td>
</tr>
<tr>
<td>ab.12</td>
<td>5.5</td>
<td>3.5</td>
</tr>
<tr>
<td>ab.14</td>
<td>15.0</td>
<td>29.9</td>
</tr>
<tr>
<td>m.g.</td>
<td>22.7</td>
<td>3.1</td>
</tr>
<tr>
<td>Avg</td>
<td>10.5</td>
<td>10.9</td>
</tr>
</tbody>
</table>

Table 3: Comparison of FANN, FSVM and FP performance measured by %SMAPE’. Best values in bold, “Avg.” denotes the average.

In other words, one cannot say that one of the methods clearly outperforms the others or is significantly worse than the others. As we may see, ARIMA seems to be performing the best in most of the cases. This hypothetical conclusion could be supported even on average, taking into account the shorter horizon $h_1$. However, the performance of FANN on $h_2$ is better on average than the one provided by FP. Finally, one cannot even conclude that FSVM is the worst one since it performs better than FANN on the shorter horizon $h_1$. Furthermore, the differences between the average performances of particular methods are negligible.

It may be noted that abraham14 series is most responsible for the higher errors in case of FANN and FSVM while mackey-glass does such an “un-wanted job” for FP which supports the well-known no free lunch theorem. So, we may conclude that both combinations are at least comparable to the standard ARIMA and seasonal ARIMA methods that are widely used in practice and that all method may be complementary and appropriate for a joint use in ensemble techniques.

5.2. Interpretability

Interpretability is generally assumed to be a key feature and advantage of fuzzy models. However, this aspect of fuzzy models is sometimes overused and has thus become a kind of cliche. Hence, this feature deserves a bit deeper discussion.

Undoubtedly, there is a significant difference between rather numerically oriented fuzzy models such as the T-S rules and fuzzy rules with fuzzy sets that interpret antecedents as well as consequents. But even in the latter models, there are fundamental differences, e.g., a misleading interpretation of fuzzy rules, such as claiming Mamdani-Assilian rules as fuzzy IF-THEN rules, although their meaning is rather different [40, 41]. Even if the interpretation is correct, some treatments with distinct parameters and labels may lead to something that is very far from anything that may be called “linguistic”.

By this we mean well-tuned fuzzy models constructed with help of various tuning strategies leading to black-box functions that disregard the importance of interpretability, as stated in. Let us recall the crucial idea from [42]: “one may argue that proper input-output behavior is the central goal of automatic tuning. To some extent, this is true; however, this is not the primary mission of fuzzy systems.”

There is no doubt that the precision of forecasts is the key issue. Nevertheless, we have to keep in mind the motivation behind using a fuzzy models. The goal is an interpretable model that does not necessarily “leads to a painful loss of accuracy” [42].

To underline interpretability and the linguistic nature of evaluative expressions and the used fuzzy IF/THEN rules, we present two rules from one of the generated models. Let us consider the cars time series:

\[
\text{IF } Y_i \text{ is ML Sm AND } \Delta Y_i \text{ is -ML Me} \\
\text{THEN } \Delta Y_{i+1} \text{ is } -Me, \quad (6)
\]

\[
\text{IF } Y_i \text{ is Si Bi AND } \Delta Y_i \text{ is Me} \\
\text{THEN } \Delta Y_{i+1} \text{ is VR Bi}. \quad (7)
\]

As we may see, the rules are purely linguistically built and they do not contain artificial fuzzy sets related to anonymous expression denoted as $A_j$. Thus, every fuzzy rule can indeed be taken as a sentence in natural language. For instance, fuzzy rule (6) may be read as follows:

*If the number of cars sold in the current year is more or less small and the biannual sales increment is negative with more or less medium strength, then the upcoming biannual increment will be negative and have medium strength.*

It may be understood as: given more or less small sales and a decreasing trend of a more or less medium strength from the last biannual observation, the decrease will not finish but will continue at a medium strength. Similarly, fuzzy rule (7) may be read as follows:

*If the number of cars sold in the current year is significantly large and the biannual increment shows medium strength, then the next biannual increment will be negative and very roughly large.*

This may be understood as: given significantly large sales with an increasing, medium-strength trend, signalizes a sort of saturation that will be followed by a very roughly large decrease in sales.

We claim, that such readable information is an additional value that might be very helpful for further decision-making and management processes.

6. Conclusions

We have introduced two hybrid CI methodologies where both of them use the linguistic approach to forecasting the trend-cycle. The de-trended time series are then forecasted either by Automatic Design of Neural Networks (with the use of genetic algorithms) or by Support Vector Machines with the
sensitivity analysis. So, the discussed approaches combine distinct computational intelligence subfields. The goal was to provide readers with a kind of tasting of distinct methods that may serve as an alternative to standard statistical methods. As a comparison baseline, we have chosen the standard (seasonal) ARIMA implemented in the professional software package ForecastPro®. Forecast accuracy was measured by two well-established and strongly motivated accuracy measures on two distinct horizons.

The results approved that CI subfields may compete with standard methods and in case of their combination, one may benefit from different advantages inherited from the original methods: flexibility, adaptability, generality or interpretability.

This study is supposed to be an introduction to the above given field. For example, using the linguistic approach to model the trend-cycle if a given time series have no trend is obviously rather unsupported, and information that no trend is present in the time series would be fully sufficient. Similarly using FANN or FSVM for abraham 14 rather than ARIMA or vice-versa, using ARIMA for mackey-glass rather than FANN or FSVM would lead to worse results. This is a direct corollary of the well-known “no-free lunch” theorem on distinct time series methods.

This is usually solved by constructing (combining) ensembles of methods [44, 45]. This means that a set of methods is used to forecast a given time series and the particular forecasts (or some of them) are combined in a distinct way to eliminate the possibility of choosing only one – the wrong one, see [46]. The fact that the introduced approaches were not generally worse than perhaps the most-widely used standard method opens the gate for their wide use in ensemble techniques. This is in our opinion the next necessarily upcoming step for the future investigation.
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