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Abstract. An efficient parallel algorithm, farnzeroin NR, for the eigenvalue problem of a symmetric tridiagonal matrix is implemented in a distributed memory multiprocessor with 112 nodes [forjaz2000]. The basis of our parallel implementation is an improved version of the zeroin NR method [ralha93]. It is consistently faster than simple bisection and produces more accurate eigenvalues than the QR method. As it happens with bisection, zeroin NR exhibits great flexibility and allows the computation of a subset of the spectrum with some prescribed accuracy. Results were carried out with matrices of different types and sizes up to $10^4$ and showed that our algorithm is efficient and scalable.

1 Introduction

The computation of the eigenvalues of symmetric tridiagonal matrices is one of the most important problems in numerical linear algebra. The reason for this is the fact that in many cases the initial matrix, if not already in tridiagonal form, is reduced to this form using either orthogonal similarity transformations, in the case of dense matrices, or the Lanczos method, in the case of large sparse matrices.

Essentially we can consider three different kinds of methods for this problem: the QR method and their variations [parlett80], [demmel97], the divide-and-conquer methods [cuppen81], [dongarra87], and the bisection-multisection methods [wilkinson65], [ralston78], [parlett80], [bernstein84]. The bisection method is a robust method but slower than the other methods for the computation of the complete set of eigenvalues. However, because of the excellent opportunities it offers for parallel processing, several parallel algorithms have been proposed which use bisection to isolate each eigenvalue and then some additional technique.

1 Candidate to the Best Student Paper Award
2 Available as LAPACK routine ssteed; a good choice if we desire all eigenvalues and eigenvectors of a tridiagonal matrix whose dimension is larger than about 25 [demmel97, pg. 217].
with better convergence rate to compute the eigenvalue to the prescribed accuracy [philipe87], [jessup90], [kalambouskis90], [baserman92], [demmel93]. One of such methods, dubbed `zeroinNR`, has been proposed in [ralha93] and uses an original implementation of the Newton-Raphson’s method for this purpose.

2 A Sequential Algorithm: `zeroinNR`

Let $A$ be a real, symmetric tridiagonal matrix, with diagonal elements $a_1, \ldots, a_n$ and off-diagonal elements $b_1, \ldots, b_{n-1}$. The sequence of leading principal minors of $A$ is given by

$$
\begin{align*}
    p_0(\lambda) &= 1 \\
    p_1(\lambda) &= a_1 - \lambda \\
    p_i(\lambda) &= (a_i - \lambda)p_{i-1}(\lambda) - b_i^2 p_{i-2}(\lambda), \quad i = 2, 3, \ldots, n.
\end{align*}
$$

(1)

It is well known that the number of variations of sign in this sequence equals the number of eigenvalues of $A$ which are strictly smaller than $\lambda$.

To avoid overflow problems, the sequence (1) can be modified to the form

$$
\begin{align*}
    q_0(\lambda) &= 1 \\
    q_1(\lambda) &= a_1 - \lambda \\
    q_i(\lambda) &= p_i(\lambda)/p_{i-1}(\lambda), \quad i = 2, 3, \ldots, n
\end{align*}
$$

(2)

and the terms of the new sequence can be obtain by the following expressions,

$$
\begin{align*}
    q_0(\lambda) &= 1 \\
    q_1(\lambda) &= a_1 - \lambda \\
    q_i(\lambda) &= (a_i - \lambda) - b_i^2 / q_{i-1}(\lambda), \quad i = 2, 3, \ldots, n
\end{align*}
$$

(3)

where the number of negative terms $q_i(\lambda)$, $i = 0, \ldots, n$, is equal to the number of eigenvalues strictly smaller than $\lambda$. This is the basis for the bisection method implemented in [bath67], which is known to have excellent numerical properties in the sense that it produces very accurate eigenvalues. The drawback of bisection is its linear convergence rate\(^3\) that makes the method slower than others, at least for the computation of the complete system. Different authors have proposed modifications of the simple bisection method in order to accelerate its convergence. One such proposal, dubbed the `zeroinNR` method, has been given in [ralha93] and essentially uses Newton-Raphson’s method to find an eigenvalue after it has been isolated by bisection. The correction $p_n(x_k)/p'_n(x_k)$, in the iterative formula of the Newton-Raphson method,

$$
x_{k+1} \leftarrow x_k - \frac{p(x_k)}{p'(x_k)},
$$

(4)

is obtained without explicitly calculating the values of the polynomial $p_n(x_k)$, and its derivative $p'_n(x_k)$, therefore avoiding overflow and underflow in such

\(^3\) The bisection method converges linearly, with one bit of accuracy for each step.
computations. For this purpose the following algorithm has been derived. From
(2) we have,
\[ p_i = q_i p_{i-1} \]
and by differentiation
\[ p'_i = q'_i p_{i-1} + q_i p'_{i-1} \]
and carrying out the division by \( p_i \), we obtain the following expression
\[ \frac{p'_i}{p_i} = \frac{q'_i}{q_i} + \frac{p'_{i-1}}{p_{i-1}} \] (5)
which relates the arithmetic inverses of the Newton-Raphson correction for the
polynomials \( p_{i-1} \) and \( p_i \), and their quotient \( q_i \).

From the recursive expression, (3), we have that,
\[ q'_i = -1 + b_i^2 \frac{q'_{i-1}}{q_i q_{i-1}}, \quad i = 2,3,\ldots,n \]
and carrying out the division by \( q_i \),
\[ \frac{q'_i}{q_i} = -1 \left( -1 + b_i^2 \frac{q'_{i-1}}{q_{i-1} q_{i-1}} \right), \quad i = 2,3,\ldots,n \]

Using the notation
\[ \Delta q_i = q'_i/q_i, \quad \Delta p_i = p'_i/p_i \]
the complete computation of,
\[ \Delta p_n = p'_n(x)/p_n(x) \]
is expressed in the following equations,
\[ \begin{align*}
q_1 &= a_1 - x \\
\Delta q_1 &= \Delta p_1 = -1/q_1 \\
q_i &= a_i - x - b_i^2/q_{i-1} \\
\Delta q_i &= (-1 + b_i^2/q_{i-1} + \Delta q_{i-1})/q_i, \quad i = 2,\ldots,n \\\n\Delta p_i &= \Delta q_i + \Delta p_{i-1}
\end{align*} \] (6)
where \( \Delta q_k = q'_k(x_k)/q_k(x_k) \) and \( \Delta p_k = p'_k(x_k)/p_k(x_k) \).

It is important to observe that in the computation of \( \Delta p_n \) using the formulae
(6), the values \( q_i, i = 1,\ldots,n \), are obtained, and its signs can be used to derive a
method that combines bisection and Newton-Raphson’s iteration. We will refer
to this method as the zeroinNR algorithm.

So, given an interval \([\alpha, \beta]\) which contains an eigenvalue, and given an
approximation \( x_k \in [\alpha, \beta] \), the zeroinNR method will produce, in each step, an
approximation \( x_{k+1} \) to the eigenvalue.
The _zeroin NR_ method although not as fast as the _QR_ method (according to [ralha93], _zeroin NR_ is about two to four times slower than _QR_ for the computation of all eigenvalues, depending on the characteristics of the spectrum) is consistently faster than simple bisection (generally, twice as fast) and retains the excellent numerical properties of simple bisection. In the present work we have introduced some modifications in the original _zeroin NR_ method which actually make it faster. Numerical tests were carried out in a transputer based machine using double precision arithmetic. The methods were implemented in Occam 2, the official transputer's language.

We were able to find out the errors in the computed eigenvalues since we have used matrices for which analytic expressions for the eigenvalues are known. We conclude that, for small matrices, the accuracy of _zeroin NR_ is comparable to that of the _QR_ method as implemented in the MatLab system [matlab5], but as the size of the matrices grows, the _zeroin NR_ method provides more accurate eigenvalues than _QR_ method.

This can be appreciated in Figure 1, where the absolute errors of a matrix of size 1000, are plotted. We have used the tridiagonal matrix with \(a_i = 2\) and \(b_i = 1\) which eigenvalues are given by

\[ \lambda_i = 2 + 2 \cos \left( \frac{i\pi}{n+1} \right), \quad i = 1, \ldots, n. \]

![Fig. 1. Absolute errors of the eigenvalues of a matrix (n = 1000) computed with _zeroin NR_ and _QR_.](image)

3 **An Efficient Parallel Algorithm: _farmzeroin NR_**

The sequential _zeroin NR_ method can be readily adapted to parallel processing since several disjoint intervals can be treated simultaneously by different processors. We have developed a parallel organization under a _processor farm_ model.
and we will refer to this parallel implementation as the \textit{farmzemin.NR} method. The typical architecture for this model is a pipeline of processors (workers), where the master sends tasks to workers and gets back the results produced.

Each time a processor produces two disjoint intervals containing eigenvalues, as the result of a bisection step, it keeps only one of them and passes back to the \textit{master} the second interval which is kept in a queue of tasks. As soon as there is an available \textit{worker} somewhere in the line, a new task is fed into the pipeline. Because of this mechanism, the algorithm achieves dynamic load balancing.

A dynamic distribution of tasks results from the fact already mentioned, as soon as a \textit{worker} finishes a task, it will get a new one from the queue (which is managed by \textit{master}), if such queue is not empty. The advantage of such dynamic workload distribution gets more important as $n$ grows. It must be noted that, because some tasks take longer to finish than others, workers may not execute the same number of tasks, but will spend about the same time working.

The pseudocode to the \textit{master} and \textit{worker} processors are given in Algorithm 1 and Algorithm 2, respectively.

\begin{verbatim}
eig ← 0  
for \( k ← 1 \ldots p - 1 \) do  
    \{ \text{\textit{worker}[}k\text{]} ← \text{\textit{initial interval}}[k] \}
procs ← 0  
while \( \text{eig} < n \) do  
    \text{\textit{case input channel is}} \text{\textit{a}}  
    \{ interval \text{\texttt{→}} \}  
    \{ \text{if \textit{procs} > 0 \textit{do}} \}  
    \{ \text{output} ← \text{\textit{interval to workers}} \}  
    \{ \text{procs} ← \text{procs} - 1 \}  
    \{ \text{\textit{else} \text{\texttt{→}}} \}  
    \{ \text{\textit{queue} ← \text{\textit{interval}}} \}  
    \{ \text{eig} ← \text{eig} + 1 \}  
    \{ \text{\textit{if queue not empty do}} \}  
    \{ \text{\textit{output} ← \text{\textit{interval to workers}}} \}  
    \{ \text{\textit{else} \text{\texttt{→}}} \}  
    \{ \text{\textit{procs} ← \text{procs} + 1} \}
\end{verbatim}

\textbf{Algorithm 1: Farmzemin.NR master processor pseudocode.}

It must be noted that messages exchanged between the \textit{master} and some \textit{worker} in the pipeline need to be routed through the processors that lay in between. For the global performance of the system it is important that messages reach their destination as quickly as possible, therefore communication must be given priority over the computation.

To compute eigenvectors, once we have computed (selected) eigenvalues, we can use inverse iteration. Convergence is fast but eigenvectors associated with close eigenvalues may not be orthogonal. The LAPACK’s routine \texttt{stein} uses re-
while not receive signal to terminate do
    \begin{align*}
    \text{interval} & \leftarrow \text{input-channel} \\
    \text{if interval has more than one eigenvalue do} \\
    & \begin{cases} \\
    \text{intervals} & \leftarrow \text{bisection method(interval)} \\
    \text{output} & \leftarrow \text{intervals (to the master)} \\
    \text{else} & \rightarrow \\
    & \begin{cases} \\
    \text{eig} & \leftarrow \text{extract isolate eigenvalue} \\
    \text{output} & \leftarrow \text{eig (to the master)} \\
    \end{cases}
\end{cases}
\end{align*}

Algorithm 2: Farm\textup{zeroinNR worker} processor pseudocode.

orthogonalization of such eigenvectors. This does not solve the problem when there is a cluster with many close eigenvalues [demmel97, pg. 231], and recent progress on this problem appears to indicate that inverse iteration may be repaired to provide accurate, orthogonal eigenvectors without spending more than $O(n)$ flops per eigenvector. This will make bisection, or \textup{zeroinNR and repaired} inverse iteration the algorithm of choice in all cases, no matter how many eigenvalues and eigenvectors are desired.

4 Performance Analysis

As already mentioned, a typical architecture for the processor farm model consists of a bidirectional array, forming a single pipeline (SP), with the master placed at one end of the array (Fig. 2).

\begin{center}
\begin{tabular}{c}
$A_0$ \quad $P_0$ \quad $P_1$ \quad $P_2$ \quad $P_7$ \quad $P_8$ \quad $P_9$ \quad $P_{10}$ \\
\end{tabular}
\end{center}

\textbf{Fig. 2.} Single pipeline, with 112 nodes.

It is predictable that as the number of workers increases, the communication overhead becomes more significant and processors that are further away from the master take longer to communicate with him. Furthermore, the activity in the links of the processors which are closer to the master grows with the number of processors and some congestion is to be expected if the computational complexity of each task is not sufficiently large. In an attempt to overcome the problems just mentioned, we decided to test the parallel algorithm with a modified topology, referred to as multiple pipeline (MP), which consists of seven pipelines, each one with 16 transputers; the masters of such pipelines are themselves connected in a single pipeline (Fig. 3).

At the beginning, the interval that contains all the eigenvalues is decomposed in 7 subintervals of equal width which are distributed among the different pipelines.
Although this may reduce to some extent communication overhead and waiting times, it has an important disadvantage which is an eventual deterioration of the load balancing, which becomes critical when some of the subintervals contain a much larger number of eigenvalues than others. Therefore, the spectral distribution of the matrix is an important factor to be considered when comparing the performance of the SP and MP architectures. For this reason we have used four different types of matrices (see Table 1 where \( a_i, i = 1, \ldots, n \), represents the diagonal elements \( b_i, i = 1, \ldots, n - 1 \), represents the sub-diagonal elements) with different spectral distributions (see Figures 4, and 5), and sizes \( n \) ranging from one thousand to ten thousand.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>Elements</th>
<th>Analytical Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>[ a_i = a ] [ b_i = b ]</td>
<td>( \left{ a + 2b \cos \frac{k \pi}{n + 1} \right}_{k=1}^n )</td>
</tr>
<tr>
<td>II</td>
<td>[ a_1 = a - b ] [ a_i = a, \ i = 1, \ldots, n ] [ a_n = a + b ] [ b_i = b, \ i = 1, \ldots, n ]</td>
<td>( \left{ a + 2b \cos \frac{(2k - 1) \pi}{2n} \right}_{k=1}^n )</td>
</tr>
<tr>
<td>III</td>
<td>[ a_i = 0 ] [ b_i = \sqrt{i(n - i)} ]</td>
<td>( \left{ -n + 2k - 1 \right}_{k=1}^n )</td>
</tr>
<tr>
<td>IV</td>
<td>[ a_i = -[(2i - 1)(n - 1) - 2(i - 1)^2] ] [ b_i = i(n - i) ]</td>
<td>( \left{ -k(k - 1) \right}_{k=1}^n )</td>
</tr>
</tbody>
</table>

Table 1. Matrix Types.
Fig. 4. Spectral distributions for matrix I (left) and matrix II (right), with \( n = 1000 \).

Fig. 5. Spectral distributions for matrix III (left) and matrix IV (right), with \( n = 1000 \).

We have computed the efficiency in the usual way, i.e.,

\[
E = \frac{T_1}{112 T_{112}}
\]

where \( T_1 \) represents the time taken by a single transputer executing the sequential implementation of \textit{zeroinNR}, and \( T_{112} \) is the time taken by \textit{farmzeroinNR} with 112 processors. In Table 2 such ratios are given, representing by \( E(\text{SP}) \) and \( E(\text{MP}) \) the efficiency obtained for the single pipeline and multiple pipeline implementations, respectively.

<table>
<thead>
<tr>
<th>( n )</th>
<th>Matrix I</th>
<th>Matrix II</th>
<th>Matrix III</th>
<th>Matrix IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( E(\text{SP}) )</td>
<td>( E(\text{MP}) )</td>
<td>( E(\text{SP}) )</td>
<td>( E(\text{MP}) )</td>
</tr>
<tr>
<td>1000</td>
<td>55%</td>
<td>45%</td>
<td>60%</td>
<td>72%</td>
</tr>
<tr>
<td>5000</td>
<td>80%</td>
<td>76%</td>
<td>92%</td>
<td>80%</td>
</tr>
<tr>
<td>7000</td>
<td>93%</td>
<td>64%</td>
<td>91%</td>
<td>80%</td>
</tr>
<tr>
<td>10000</td>
<td>95%</td>
<td>56%</td>
<td>99%</td>
<td>85%</td>
</tr>
</tbody>
</table>

\textbf{Table 2. Efficiency of \textit{farmzeroinNR} for matrices of type I, II, III and IV.}

As it can be appreciated from this table, the MP implementation is less efficient than the SP implementation, except for the case of Matrices II and III of
size $n = 1000$. In general, we have obtained better efficiency values with the SP architecture and we conclude that, for $n$ sufficiently large, the communication overhead is not as important as the unbalance in the distribution of tasks introduced by the MP architecture. This is particularly clear in the case of matrix IV since for the larger values of $n$ the efficiency for SP is about 2.4 times better than the efficiency for MP. The explanation for this can be found in Figure 5 (right side): the number of eigenvalues received by each one of the seven pipelines presents, in the case of matrix IV, a large variation, from about 70 to about 370. Another important aspect that must be taken into account is that in the MP implementation there are only 105 workers, since 7 processors are playing the role of master. However, even if we had used the modified formula

$$E = \frac{T_1}{105 \times T_{112}}$$

to compute the efficiency for the MP implementation, the values produced in this way would still be lower than those obtained for the SP architecture in most cases.

5 Conclusions

We have carried out a parallel implementation of an efficient algorithm, dubbed zeronNR, for the eigenvalue problem of a symmetric tridiagonal matrix, on a distributed memory system. The sequential zeronNR method, although not as fast as QR, is consistently faster than simple bisection and retains the excellent numerical properties of this method. We have numerical evidence to support the claim that our method produces eigenvalues with smaller errors than those produced by QR. For the parallel implementation we used a farm model with two different topologies: a single pipeline (SP) of 112 processors and a multiple pipeline implementation (MP) consisting of seven pipelines, each one with 16 processors. The MP architecture reduces the communication overhead to some extent but is not able to retain fully the excellent load balancing of the SP implementation. This trade-off is not clear since it depends on the spectral distribution of each particular matrix. We have used matrices of different types to study this trade-off and conclude that for matrices sufficiently large, the parallel algorithm under the SP architecture performs better than the MP architecture. It must be emphasized that the parallel algorithm under the SP architecture is very efficient: for matrices of size $n = 10000$ we got efficiency values which are in all cases tested larger than 95%.
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